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Preface
This book introduces ontological semantics, a comprehensive approach to the treatment of text
meaning by computer. Ontological semantics is an integrated complex of theories, methodologies,
descriptions and implementations. In ontological semantics, a theory is viewed as a set of state-
ments determining the format of descriptions of the phenomena with which the theory deals. A
theory is associated with a methodology used to obtain the descriptions. Implementations are
computer systems that use the descriptions to solve specific problems in text processing. Imple-
mentations of ontological semantics are combined with other processing systems to produce
applications, such as information extraction or machine translation. 

The theory of ontological semantics is built as a society of microtheories covering such diverse
ground as specific language phenomena, world knowledge organization, processing heuristics and
issues relating to knowledge representation and implementation system architecture. The theory
briefly sketched above is a top-level microtheory, the ontological semantics theory per se.
Descriptions in ontological semantics include text meaning representations, lexical entries, onto-
logical concepts and instances as well as procedures for manipulating texts and their meanings.
Methodologies in ontological semantics are sets of techniques and instructions for acquiring and
manipulating knowledge as well as for running specific applications. 

Ontological semantics is not a finished product. It is constantly evolving: new implementations
are developed in response to needs for enhanced coverage and utility. Some such needs arise from
the internal logic of the field; some others are due to the requirements of practical applications. In
any case, ontological semantics is driven by the necessity to make the meaning manipulation
tasks, such as text analysis, text generation and reasoning over text meaning representations,
work. As a result, our approach places no premium on using a single method, engine or formalism
in developing the procedures themselves or acquiring the data that support them. Instead, ontolog-
ical semantics develops a set of heterogeneous methods suited to a particular task and coordinated
at the level of knowledge acquisition and runtime system architecture in implementations. 

The methodology of ontological semantics has a hybrid character also because it allows for a vari-
able level of automation in all of its processes—both the runtime procedures and the important
knowledge acquisition tasks. Asymptotically, all the processes of ontological semantics will
become fully automated. However, to make ontological semantics applicable before it reaches
this ideal, human participation must be grudgingly and judiciously built in. In the various extant
implementations, the runtime procedures have always been automated, while knowledge acquisi-
tion has involved a controlled and channeled human effort. The levels of automation will continue
to increase across the board as the approach evolves. 

It is arguable that the human level of performance in processing language is a goal that is unat-
tainable by computer programs, either today or, quite possibly, ever. This realization may lead
some to rejecting this goal and focusing instead on what is perceived as necessary components of
a future NLP system. Often, the focus is further narrowed to methods, formalisms and tools and
excludes broad descriptions of phenomena or procedures. Ontological semantics takes the oppo-
site view: it considers the development of implementations and comprehensive applications the
main challenge of NLP. We fully realize that, at any given time, these implementations fall short
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on quality and coverage. While improving specific methods is important, ontological semantics is
more interested in developing all the necessary processing and knowledge modules and combin-
ing them in a comprehensive system for a class of real-life NLP applications, at the current stage
of their attainability. 

We appreciate the attraction in setting and reaching attainable local goals, such as the exploration
of a single language phenomenon or the perfection of a processing method or a formalism. We are
concerned that such efforts are not at all certain to facilitate any future comprehensive systems.
When a potential component of a system is developed in isolation, its integrability, if at all consid-
ered by the developers, is assumed. Experience in integrating component microtheories in onto-
logical semantics has demonstrated that it is a major resource drain. It follows that minimizing
this effort through coordinated development of microtheories is desirable. In practice, of course,
there is always a trade-off between importing a microtheory, which would require an integration
step, and developing it in house. 

Methodological versatility in ontological semantics helps to avoid the fallacy of trying to apply a
method of choice to too many tasks. Such misplaced optimism about the utility of any method
often results in increased complexity of implementation and/or lower-quality output. In other
words, one has to avoid being burned by the old adage, “If all you have is a hammer, everything
looks like a nail.” It is a methodological tenet of ontological semantics that every class of phe-
nomena may require a dedicated method. As a result, the approach always addresses options for
treatment instead of promulgating the one “correct” way.

Ontological semantics is content-oriented. It puts a premium on acquiring all the knowledge
required for the left-hand sides of the many heuristic rules that it uses in processing. Heuristics
presuppose abductive reasoning, that is, they are defeasible. The reason for choosing abduction is
the realistic expectation that text inputs may at any time violate a recorded constraint in the
knowledge base.

The book consists of two parts. In Part I, ontological semantics is positioned vis-a-vis cognitive
science and the AI NLP paradigm (Chapter 1), the philosophy of science (Chapter 2), linguistic
semantics and the philosophy of language (Chapter 3), computational lexical semantics (Chapter
4) and studies in formal ontology (Chapter 5). Part II describes the content of ontological seman-
tics. Chapter 6 defines and discusses text meaning representation as a process and as a structure.
Chapter 7 is devoted to the static knowledge sources in ontological semantics—the ontology, the
fact database, the lexicon and the onomasticon. Chapter 8 sketches the ontological semantic pro-
cesses involved in text analysis. Chapter 9 deals with acquisition of static knowledge in ontologi-
cal semantics. The content of the various chapters is highly interrelated, which results in a large
number of cross-references. 

We believe that the book will be of interest to a variety of scholars and practitioners in our field
and adjacent areas. NLP specialists and computational linguists will find here a variety of propos-
als for computational treatment of specific language phenomena; for the content and format of
knowledge resources and their acquisition; and for integration of microtheories into a single
implementation system. For AI specialists and cognitive scientists, ontological semantics can be
seen as a realization and a practical argument for knowledge-based processing in general, for
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example, within the model of an intelligent agent; it also provides a detailed instance of a complex
and multifaceted knowledge base augmented with browsing, acquisition and testing tools. Theo-
retical linguists (especially semanticists) and the philosophers of language will benefit from expo-
sure to a number of suggested solutions for natural language meaning representation and
processing. Descriptive linguists may find specifications for convenient tools to enhance the effi-
ciency of their work. The philosophers of science may find the discussion of the philosophy of
linguistics a useful case study for their deliberations. Cognitive psychologists and psycholinguists
may wish to consider whether our model of language processing may have any validity for
humans; additionally, our system may be considered as a substrate for psychological and psychol-
inguistic experimentation in human language processing. Specialists in human factors may be
interested in the particulars of the division of labor between humans and computers that ontologi-
cal semantics proposes for knowledge acquisition. 

In the area of linguistic engineering and NLP applications, this book may provide a variety of
workers with ideas about content and structure of static knowledge sources, about the knowledge
requirements of various processors and complete applications, about practical descriptions of par-
ticular phenomena, about organizing the knowledge acquisition effort and about integrating com-
prehensive systems. We also hope that this book will help the practitioners to realize better that: a)
treatment of meaning is a sine qua non for attaining a new level of quality in practical applications
and that the rather steep price for its inclusion is well worth paying; and b) that the crucial compo-
nent of success of large applications is content, not formalism. 

We would like to express our gratitude to our colleagues who, over the years, have contributed to
the various implementations and applications of ontological semantics. Allen B. Tucker worked
with us on an early conception of knowledge-based machine translation. James H. Reynolds and
Irene B. Nirenburg worked on the POPLAR planning application. James Pustejovsky contributed
to an early formulation of the microtheory of aspect. Lori Levin collaborated with us on the issue
of syntax-driven and ontology-driven semantics. Ira Monarch and Todd Kaufmann were instru-
mental in building the first acquisition environment for the ontology and an initial formulation of
its top levels. Lynn Carlson helped to research the first guidelines of ontological modeling and
contributed to the development of an early version of the ontology itself. Salvatore Attardo and
Donalee H. Attardo analyzed and catalogued contributions of linguistic semantics to computa-
tional applications. Manfred Stede provided programming support for this effort. Ralf Brown
helped with a variety of tools and conceptual and procedural support for knowledge acquisition
and representation; in particular, he formulated an early version of set notation for ontological
semantics. Ingrid Meyer and Boyan Onyshkevych, together with Lynn Carlson, produced an early
statement about lexicon structure and content. Christine Defrise contributed to the specification of
the format and content of text meaning representation. Ted Gibson implemented the morphologi-
cal and syntactic analyzers as parts of the Dionysus implementation of ontological semantics. Eric
Nyberg implemented the underlying knowledge representation language in which the original
ontology was formulated, as well as contributing, with John Leavitt, to the development of the
text generator module inside Dionysus. In the Mikrokosmos implementation of ontological
semantics, Kavi Mahesh was responsible for the development of the ontology and shared with
Steve Beale the work on the semantic analyzer. Steve also worked on the control structure of the
implementation as well as on the generation component. Boyan Onyshkevych developed an algo-
rithm for finding the optimum paths between concepts in the ontology, used as the basis of disam-
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biguation in analysis. Evelyne Viegas, Lori Wilson and Svetlana Sheremetyeva provided
management and acquirer training support for the knowledge acquisition effort in the Mikrokos-
mos and CAMBIO/CREST implementations. Eugene Ludovik and Valery Sibirtsev worked on
the version of the semantic analyzer for the CAMBIO/CREST implementation. Spencer B. Koe-
hler was responsible for the acquisition tools in this implementation as well as for managing the
actual acquisition of the fact database and leading the development of the question answering
application in CREST. 

We have profited from many discussions, some of them published, of issues in and around onto-
logical semantics with Yorick Wilks, who also read and commented on parts of the manuscript.
James Pustejovsky and Graeme Hirst have made useful comments on some of the ideas in the
book. Jim Cowie has imparted to us a great deal of his realistic view of NLP in the course of many
formal and casual discussions. 

There are many people who have, over the decades, have been a source of inspiration and admira-
tion for both or either of us. We have both learned from Igor Melcuk’s staunch and fearless refusal
to conform to the dominant paradigm as well as his encyclopedic knowledge of linguistics, and
ability to mount a large-scale and relentless effort for describing language material. We have
always admired Charles Fillmore for having never abandoned an interest in meaning, never sacri-
ficing content for formalism and never refusing to meet the complexities of semantic description
head on. We are also grateful to Allen B. Tucker who was a great co-author and enthusiastic sup-
porter in the early days of our joint work in NLP, even before we knew that what we were doing
was ontological semantics. We greatly appreciated Jim McCawley’s iconoclastic presence in lin-
guistics and mourn his premature death. We agreed early on that Paul M. Postal’s treatment of
semantic material in his ‘remind’ article was the early benchmark for our own descriptive work.
Roger Schank, a major representative of the ‘scruffy’ AI tradition of concentrating on the seman-
tic content (no matter how limited the coverage) rather than the formalism, was an important
influence. Over the years, we have greatly enjoyed Yorick Wilks’ encyclopedic knowledge of phi-
losophy, AI and linguistics as well as his general erudition, so rare in our technocratic times, his
energy, his style of polemics, his ever present wit and his friendship. Victor Raskin is forever
grateful for the privilege of having worked with Vladimir A. Zvegintsev and Yehoshua Bar Hillel.
Sergei Nirenburg would like to thank Victor Lesser for the early encouragement, for the many les-
sons in how to think about scientific problems, for warmth and wisdom. 
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 I.  About Ontological Semantics

1.  Introduction to Ontological Semantics
Ontological semantics is a theory of meaning in natural language and an approach to natural lan-
guage processing (NLP) which uses a constructed world model, or ontology, as the central
resource for extracting and representing meaning of natural language texts, reasoning about
knowledge derived from texts as well as generating natural language texts based on representa-
tions of their meaning. The architecture of an archetypal implementation of ontological semantics
comprises, at the most coarse-grain level of description: 

• a set of static knowledge sources, namely, an ontology, a fact database, a lexicon 
connecting an ontology with a natural language and an onomasticon, a lexicon of names 
(one lexicon and one onomasticon are needed for each language);

• knowledge representation languages for specifying meaning structures, ontologies and 
lexicons; and 

• a set of processing modules, at the least, a semantic analyzer and a semantic text generator.

Ontological semantics directly supports such applications as machine translation of natural lan-
guages, information extraction, text summarization, question answering, advice giving, collabora-
tive work of networks of human and software agents, etc. For applications other than machine
translation, a reasoning module is added that manipulates meaning representations produced by
the analyzer to generate additional meanings that can be recorded in the fact database and/or serve
as inputs to text generation for human consumption. 

Any large, practical, multilingual computational linguistic application requires many knowledge
and processing modules integrated in a single architecture and control environment. For maxi-
mum output quality, such comprehensive systems must have knowledge about speech situations,
goal-directed communicative actions, rules of semantic and pragmatic inference over symbolic
representations of discourse meanings and knowledge of syntactic, morphological and phonologi-
cal/graphological properties of particular languages. Heuristic methods, extensive descriptive
work on building world models, lexicons and grammars as well as a sound computational archi-
tecture are crucial to the success of this overall paradigm. Ontological semantics is responsible for
a large subset of these capabilities.

The above generalized application architecture also includes an “ecological,” morphological and
a syntactic component, both in the analysis and the generation processes. While realizing the
ontological semantic model in applications, such components have been usually developed quite
independently of the central ontological semantic component, though the knowledge required for
them was often (though not in every implementation) integrated in the overall system lexicons.
Thus, for instance, grammar formalisms have remained outside the immediate scope of theoreti-
cal work on the ontological semantic model, and indeed several different grammar formalisms
have been used to support analysis and generation in the different implementations. Due to this
state of affairs, we do not include grammar formalisms and actual rule sets in the core knowledge
sources of the model. The interaction between the ontological semantic processing and the rest of
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the processing takes place in actual implementations through the specification of the content of
the input structures to semantic analyzer and output structure of the semantics-based sentence
planner module of the generator. 

Historically, ontological semantics has been implemented in several NLP projects, as follows: 

Project 
Name Content Dates Principal 

Developers References

Translator Knowledge-
based MT; orig-
inal formulation

1984-86 Sergei Nirenburg
Victor Raskin
Allen B. Tucker

Nirenburg et al. 1986

Poplar Modeling intel-
ligent agents 

1983-86 Sergei Nirenburg
James H. Reynolds
Irene Nirenburg

Nirenburg et al. 1985; see 
also Nirenburg and Lesser 
1986

KBMT-89 Medium-scale 
KBMT, Japa-
nese-English

1987-89 Sergei Nirenburg
Jaime G. Carbonell
Masaru Tomita
Lori Levin

Nirenburg et al. 1991
Goodman and Nirenburg 
1991

Ontos Ontological 
modeling and 
the original 
acquisition and 
maintenance 
toolkit

1988-90 Sergei Nirenburg
Ira Monarch
Todd Kaufmann
Lynn Carlson

Monarch and Nirenburg 
1987, 1988
Carlson and Nirenburg 1990

SMEARR Extension of 
Ontos;
mapping of lin-
guistic seman-
tics into 
computational 
semantics

1988-91 Victor Raskin
Salvatore Attardo
Donalee H. Attardo
Manfred Stede

Raskin et al. 1994a,b

KIWI Using human 
expertise to 
help semantic 
analysis

1989-91 Ralf Brown
Sergei Nirenburg

Brown and Nirenburg 1990
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Dionysus 
(including 
DIANA and 
DIO-
GENES)

An umbrella 
project includ-
ing morphologi-
cal, syntactic, 
semantic analy-
sis; text genera-
tion and 
ontological and 
lexical knowl-
edge acquisition

1989-92 Sergei Nirenburg
Ted Gibson
Lynn Carlson
Ralf Brown
Eric Nyberg
Christine Defrise
Stephen Beale
Boyan Onysh-
kevych
Ingrid Meyer

Monarch et al. 1989; Niren-
burg 1989a,b; Nirenburg et 
al. 1989; Nirenburg and 
Nyberg 1989; Defrise and 
Nirenburg 1990a,b; Niren-
burg and Goodman 1990; 
Onyshkevych and Nirenburg 
1991; Nirenburg and Levin 
1991; Meyer et al. 1990

Pangloss another KBMT 
application, 
Spanish-
English; hybrid 
system includ-
ing elements of 
ontological 
semantics

1990-95 Jaime G. Carbonell
Sergei Nirenburg
Yorick Wilks
Eduard Hovy
David Farwell
Stephen Helmreich

Nirenburg 1994; Farwell et 
al. 1994

Mikrokos-
mos

Large-scale 
KBMT;
Spanish, 
English, Japa-
nese; first com-
prehensive 
implementation 
of ontological 
semantics

1993-99 Sergei Nirenburg
Victor Raskin
Kavi Mahesh
Steven Beale
Evelyne Viegas
Boyan Onysh-
kevych

Beale et al. 1995;
Mahesh and Nirenburg 1995; 
Mahesh et al. 1997a,b; 
Nirenburg et al. 1995; Ony-
shkevych and Nirenburg 
1995; Raskin and Nirenburg 
1995; Mahesh 1996; Niren-
burg et al. 1996; Beale 1997;

PAWS A patent 
authoring work-
station

1996-97 Svetlana Sher-
emetyeva
Sergei Nirenburg

Sheremetyeva and Niren-
burg 1996

Savona a mixed human-
computer agent 
network for 
generating 
reports about 
emerging crises

1997-98 Sergei Nirenburg
James Cowie
Steven Beale

Nirenburg 1998a

MINDS Intelligent 
information 
extraction

1998-
2000

James Cowie
William Ogden
Sergei Nirenburg

Ludovik et al. 1999; Cowie 
et al. 2000a,b; Cowie and 
Nirenburg 2000

Project 
Name Content Dates Principal 

Developers References
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In this book, we will refer to three implementations of ontological semantics, Dionysus, Mikroko-
smos and CAMBIO/CREST, which are the major stages in the development of the approach, dat-
ing from, roughly, 1992, 1996 and 2000. 

Our theoretical work in semantics is devoted to developing a general semantic theory that is
detailed and formal enough to support natural language processing by computer. Therefore, issues
of text meaning representation, semantic (and pragmatic) processing, the nature of background
knowledge required for this processing and the process of its acquisition are among the central
topics of our effort. Ontological semantics shares the commitment to these foundational issues
with a number of approaches to processing meaning in artificial intelligence, among them concep-
tual dependency, preference semantics, procedural semantics and related approaches (e.g., Schank
1975, Schank and Abelson 1977, Schank and Riesbeck 1981, Wilensky 1983; Wilks 1975a,b,
1977, 1982; Charniak and Wilks 1976; Woods 1975, 1981, Lehnert and Ringle 1982, Waltz 1982,
Charniak 1983a, Hirst 1987). Moreover, the influences go beyond purely computational contribu-
tions back to cognitive psychology and cognitive science (Miller and Johnson-Laird 1976, Fodor,
Beaver and Garrett 1974; see also Norman 1980). The foundational issues in this research para-
digm, in fact, transcend natural language processing. They include the study of other perceptors
(e.g., speech, vision) and effectors (e.g., robotic movement, speech synthesis) as well as reasoning
(e.g., general problem solving, abductive reasoning, uncertainty and many other issues). Newell
and Simon (1972) provide a seminal formulation of the overall paradigm that underlies all the
abovementioned work as well as many contributions that were not mentioned (see also Newell et
al. 1958; Miller et al. 1960; Newell 1973; Newell and Simon 1961, 1976; McCarthy and Hayes
1969; McCarthy 1977). This paradigm certainly underlies ontological semantics.

Expedition Semi-auto-
matic environ-
ment for 
configuring MT 
systems and 
language 
knowledge to 
support them

1997 - Sergei Nirenburg
Victor Raskin
Marjorie McShane
Ron Zacharski
James Cowie
Rémi Zajac
Svetlana Sher-
emetyeva

Nirenburg 1998b; Nirenburg 
and Raskin 1998; Oflazer 
and Nirenburg 1999; Sher-
emetyeva and Nirenburg 
2000a, b; Oflazer et al. 2001.

CAMBIO Mikrokosmos-
lite

1999- Sergei Nirenburg
Spencer B. Koehler

Nirenburg 2000a

CREST Question 
answering

1999 - Sergei Nirenburg
James Cowie
Spencer B. Koehler
Eugene Ludovik
Victor Raskin
Svetlana Sher-
emetyeva

Nirenburg 2000b

Project 
Name Content Dates Principal 

Developers References
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What sets this knowledge-based paradigm apart is the reliance on the glass-box, rather than black-
box approach to modeling understanding. In other words, instead of attempting to account for
meaning in terms of the fully observable (though, interestingly, not necessarily correctly under-
stood!) phenomena, namely, pairs of inputs and outputs (stimuli and responses, see Section 3.4.1)
to a language processor, understood as a black box, these theories aspire to come up with hypoth-
eses about what processes and what knowledge is needed in order to recreate the human ability to
process language using computers. This is done by modeling the contents of the black box, neces-
sarily using notions that are not directly observable. 

Ontological semantics subscribes to a version of this tenet, the so-called “weak AI thesis” (see
Section 2.4.2.2), that avoids the claim that computer programs directly model human semantic
capacity. Instead, this hypothesis suggests functional equivalence, that is, that computer programs
can attain human-quality results, though not using the exact methods that humans use.

The tenets of ontological semantics are compatible with those of semantic theories developed
within the generative paradigm in linguistics (Fodor 1977, see also Section 3.5). There are also
important differences, along at least the following two dimensions: 

• the purview of the theory (ontological semantics includes all of: lexical and compositional 
semantics, pragmatics, reasoning); and

• the degree to which the theory has been actually both developed and implemented through 
language description and computer system construction. 

A number of differences exist between the mandates of general semantic theory and semantic the-
ory for NLP. In what follows, we suggest a number of points of such difference (this list is an
extension of the discussion in Nirenburg and Raskin 1986; see also Raskin 1990—cf. Chapter 4). 

While it is agreed that both general and NLP-related theories must be formal, the nature of the for-
malisms can be quite different because different types of reasoning must be supported. A general
linguistic theory must ensure a complete and equal grain-size coverage of every phenomenon in
the language; an NLP-related theory must be sufficiently flexible and robust to adapt to the pur-
poses of any application. The ultimate criterion of validity for a general linguistic theory is
explanatory adequacy; for an NLP-related theory, it is the success of the intended applications. A
general linguistic theory can avoid complete descriptions of phenomena once a general principle
or method has been established: a small number of clarification examples will suffice for its pur-
poses. In NLP, the entire set of phenomena present in the sublanguages of applications must be
covered exhaustively. A general linguistic theory has to be concerned about the boundary between
linguistic and encyclopedic knowledge. This distinction is spurious in NLP-oriented semantic the-
ories because in order to make semantic (and pragmatic) decisions, a system must have access
equally to both types of data (Raskin 2000).

While a general linguistic theory can be method-driven, that is, seek ways of applying a descrip-
tion technique developed for one phenomenon in the description of additional phenomena (this
reflects the predominant view that generalization is the main methodology in building linguistic
theories), an NLP-related theory should be task-driven—which means that adequacy and effi-
ciency of description takes precedence over generalization (Nirenburg and Raskin 1999). 
Page 14



1.1 A Model of Language Communication Situation for Ontological Semantic Theory

Ontological semantics, as a mentalist approach to building NLP-related language processing the-
ories, is centered around the metaphor of the model of an intelligent agent.1 An NLP-related the-
ory must account for such properties of intelligent agents as goal- and plan-directed activity, of
which language activity is a part—verbal actions, together with perceptual, mental and physical
actions, comprise the effector inventory of an intelligent agent. It must also take into account the
knowledge of the agent’s attitudes to the entities in the world model as well as to remembered
instances of events and objects in its own episodic memory. Not only are these attitudes often the
subject of a discourse but they also influence the form of discourse on other topics.

Building nontrivial natural language processing systems that manipulate meaning is best done
using the metaphor of modeling intelligent agents immersed in a language communication situa-
tion. In other words, we prefer to ground our meaning representation theory on cognitive premises
rather than on purely logical ones. In most basic and simplified terms, we define our model of an
intelligent agent as follows. An intelligent agent is a member of a society of intelligent agents.
The agent’s actions are goal-directed. It is capable of perception, internal symbol manipulation
and action. Its actions can be physical, mental or communicative. The communicative actions are
used for communicating with other agents. An agent’s perceptual mechanism is a model of the
perceptual mechanism of humans. The peculiarities of the perception and action sides of the agent
are less central to a discussion of ontological semantics, so we will concentrate on the agent’s res-
ident knowledge and the processing environment for the treatment of natural language. 

We model the communication situation as follows. It involves at least two intelligent agents—a
discourse (text, speech) producer and a discourse consumer. The communication situation also
involves the discourse itself, in our case, a text. More precisely (though this is not a crucial dis-
tinction from the standpoint of text processing), discourse producer and consumer are roles played
by intelligent agents, as each agent can play any of these roles at different times. The message
conveyed by a text can be viewed as an action which the discourse consumer perceives as a step
in a discourse producer’s plan to achieve one of his or her active goals.2 These plans take into
account the knowledge the producer has (or assumes it has) about the target audience. A theory of
discourse goals must, therefore, follow the prior introduction of a model of a participant in a lan-
guage communication situation.

1.1.1  Relevant Components of an Intelligent Agent’s Model
The following components in an agent's model are relevant for its language processing ability:3

• Knowledge about the world, which we find useful to subdivide into:
– an ontology, which contains knowledge about types of things (objects, processes, prop-

1. This assumption follows the well-established views of Newell and Simon (1972) and Miller and Johnson-
Laird (1976).

2. It is the presence of the notions of goal and plan that makes this communication model nontrivially dis-
tinct from Jakobson’s (1960) original speaker-message-hearer scheme, a linguistic adaptation of Shan-
non and Weaver’s (1949) classical model. 

3. Agent models for other AI applications, such as general planning and problem solving, may require addi-
tional facets and not need some of the facets we list.
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erties, intentions) in the world; and 
– a fact database, an episodic memory module containing knowledge about instances (to-

kens) of the above types and about their combinations; a marked recursive subtype of
this knowledge is a set of mental models of other agents (see, for instance, Ballim and
Wilks 1991, for an analysis of the “artificial believers”), complete with their own com-
ponents—these models can be markedly different from the “host” model;

• Knowledge of natural language(s), including, for each language:
– ecological, phonological, morphological, syntactic and prosodic constraints;
– semantic interpretation and realization rules and constraints, formulated as mappings be-

tween lexical units of the language and elements of the world model of the producer; 
– pragmatics and discourse-related rules that map between modes of speech and inter-

agent situations, on the one hand, and syntactic and lexical elements of the meaning rep-
resentation language, on the other;

• Emotional states that influence the “slant” of discourse generated by an agent (Picard 2000)
• An agenda of active goal and plan instances (the intentional plane of an agent).

1.1.2  Goals and Operation of the Discourse Producer
The discourse producer goals will be formulated in terms of these different components. Thus, a
producer may want to achieve the following types of inter-agent communicative goals:

1. Modify the discourse consumer’s ontology, for example, by giving a definition of a concept.
2. Modify the discourse consumer’s episodic memory, for example, by stating a fact,     

describing an object or relating an event. 
3.  Modify the discourse consumer’s model of the producer, for example, by expressing its 

attitude towards some fact (e.g., Unfortunately, Peter will come too).
4. Modify the discourse consumer’s attitudes to facts of the world.
5. Modify the discourse consumer’s agenda, for example, by threatening, giving an order or 

asking a question.
6. Modify the discourse consumer’s emotional state.
A discourse producer can achieve these goals by choosing not only what to say, but also how to
say things. Usually, one element of discourse will achieve several goals at the same time. For
instance, if the producer has any authority over the hearer, the fact of simply stating its own opin-
ion about a fact (a goal of Type 3) may very well affect the hearer’s opinions, thus achieving a
goal of Type 4 (e.g., Wilensky 1983). Goal types are represented in the world model of an agent as
postconditions (effects) of complex events (see Carlson and Nirenburg 1990, for the description
of the formalism and the motivation behind it; cf. Section 7.1.5). 

The producer’s processing during generation can be sketched as follows. Given an input stimulus,
the producer will activate a goal, choose a rhetorical plan to realize that goal and generate a text.
This is done with the help of its knowledge about the world, about the consumer, about the target
language (at both the sentence and the discourse level), and the relevant pragmatic constraints.

1.1.3  Operation of the Discourse Consumer
The discourse consumer’s processing during analysis can be very roughly sketched as follows.
Given an input text, the consumer must first attempt to match the lexical units comprising the text,
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through the mediation of a special lexicon, with elements in the consumer’s model of the world.
To facilitate this, it will have to analyze syntactic dependencies among these units and determine
the boundaries of syntactic constituents. The next step is filtering out unacceptable candidate
readings through the use of selectional restrictions, collocations and special heuristics, stored in
the lexicon. The consumer must then also resolve the problems of co-reference by finding refer-
ents for pronouns, other deictic lexical units and elliptical constructions. Furthermore, informa-
tion on text cohesion and producer attitudes has to be determined, as well as, in some applications,
the goals and plans that lead the producer to produce the text under analysis.

Many additional processes are involved in interpretation. A semantic theory for natural language
processing must also account for their interaction in a computational model, that is, the overall
architecture and control of the semantic and pragmatic interpretation process. Control consider-
ations, we believe, must be an integral part of semantic theories for natural language processing,
of which ontological semantics is an example. However, many of the current semantic theories,
notably those relying on unification as the main processing method, essentially relinquish control
over control. A whole dimension of modeling is thus dispensed with, leading to reduction in
expressive power of a theory and extra constraints on building applications. Why not accept unifi-
cation as one of a number of possible control structures? And, for every processing module,
choose a control structure most responsive to the peculiarities of the phenomenon which is
treated? In AI, there is a long tradition of looking for the most appropriate representation of a
problem, which will “suggest'” the most appropriate algorithm for processing it. It is clear that
different representations must be preferred for different problems. (see, e.g., Newell and Simon
1972) Adopting a single type of representation and a single control method for all tasks means
putting method before phenomena.

1.2 Ontological Semantics: An Initial Sketch

As any semantic theory for natural language processing, ontological semantics must account for
the processes of generating and manipulating text meaning. An accepted general method of doing
this is to describe the meanings of words and, separately, specify the rules for combining word
meanings into meanings of sentences and, further, texts. Hence the division of semantics into lex-
ical (word) semantics and compositional (sentence) semantics. Semantics for NLP must also
address issues connected with the meaning-related activities in both natural language understand-
ing and generation by a computer. While the semantic processing for these two tasks is different
in nature—for instance, understanding centrally involves resolution of ambiguity while genera-
tion deals with resolution of synonymy for lexical selection—the knowledge bases, knowledge
representation approaches and the underlying system architecture and control structures for analy-
sis and generation can be, to a realistic degree, shared. This view is a departure from our earlier
views (Nirenburg and Raskin 1987a,b), brought about by practical experience in description and
implementation of non-toy applications. 

In ontological semantics, the meaning representation of a text is derived through:

• establishing the lexical meanings of individual words and phrases comprising the text; 
• disambiguating these meanings;
• combining these meanings into a semantic dependency structure covering 
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– the propositional semantic content, including causal, temporal and other relations among
individual statements;

– the attitudes of the speaker to the propositional content; and 
– the parameters of the speech situation;

• filling any gaps in the structure based on the knowledge instantiated in the structure as well 
as on ontological knowledge.

It is clear from the above description that ontological semantics incorporates the information that
in some approaches (e.g., Lascarides 1995, Asher and Lascarides 1995) has been delegated to
pragmatics. 

The final result of the process of text understanding may include some information not overtly
present in the source text. For instance, it may include results of reasoning by the consumer,
aimed at filling in elements required in the representation but not directly obtainable from the
source text. It may also involve reconstructing the agenda of rhetorical goals and plans of the pro-
ducer active at the time of text production and connecting its elements to chunks of meaning rep-
resentation. 

Early AI-related natural language understanding approaches were criticized for not paying atten-
tion to the halting condition on meaning representation (a criticism of the same kind as Weinre-
ich’s attack on Katz and Fodor, see Section 9.3.5). The criticism was justified to the extent that
these approaches did not make a very clear distinction between the information directly present in
the text and information retrieved from the understander’s background knowledge about the enti-
ties mentioned in the text. This criticism is valid when the program must apply all possible infer-
ences to the results of the initial representation of text meaning and not when a clear objective is
present, such as resolution of ambiguity relative to a given set of static knowledge sources,
beyond which no more processing is required.

It follows that text meaning is, on this view, a combination of 

• the information directly conveyed in the NL input; 
• the (agent-dependent and context-dependent) ellipsis-removing (lacuna filling) information 

which makes the input self-sufficient for the computer program to process; 
• pointers to any background information which might be brought to bear on the understanding 

of the current discourse, 
• records about the discourse in the discourse participants’ fact database. 
Additionally, text understanding in this approach includes detecting and representing a text com-
ponent as an element of a script/plan (in Schank-Abelson-Cullingford-Wilensky’s terms—see
Schank and Abelson, 1977, Cullingford, 1981, Wilensky, 1983, see also Section 7.1.5) or deter-
mining which of the producer goals are furthered by the utterance of this text component. We stop
the analysis process when, relative to a given ontology, we can find no more producer goals/plans
which can be furthered by uttering the sentence. But first we extract the propositional meaning of
an utterance using our knowledge about selectional restrictions and collocations among lexical
units. If some semantic constraints are violated, we turn on metonymy, metaphor and other “unex-
pected” input treatment means. After the propositional meaning is obtained, we actually proceed
to determine the role of this utterance in script/plan/goal processing. In doing so, we extract
speech act information, covert attitude meanings, and eventually irony, lying, etc. The extant
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implementations of ontological semantics make no claim about including all these features.

There is a tempting belief among applied computational semanticists that in a practical applica-
tion, such as MT, the halting condition on representing the meaning of an input text can, in many
cases, be less involved than the general one. The reason for this belief is the observation that,
when a target language text is generated from such a limited representation, one can, in many
cases, expect the consumer to understand it by completing the understanding process given only
partial information. Unfortunately, since, without human involvement, there is no way of knowing
whether the complete understanding is, in fact, recoverable by humans, it is, in the general case,
impossible to posit a shallower (and hence more attainable) level of understanding. To stretch the
point some more, humans can indeed correctly guess the meaning of many ungrammatical, frag-
mentary and otherwise irregular texts (e.g., Charniak’s (1983b:159) example of “lecture, student,
confusion, question”). This, however, does not mean that an automatic analyzer, without specially
designed extensions, will be capable of assigning meanings to such fragments—their semantic
complexity is of the same order as that of “regular” text.

1.3 Ontological Semantics and Non-Semantic NLP Processors

Ontological semantics takes care of only a part, albeit a crucial part, of the operation of the major
dynamic knowledge sources in NLP, the analyzer and the generator. These processors also rely on
syntactic, morphological and “ecological” information about a particular language. Syntactic pro-
cessing establishes the boundaries and nesting of phrases in the text and the dependency struc-
tures at the clause and sentence levels by manipulating knowledge about word order and
grammatical meanings carried by lexical items. Morphological processing establishes the gram-
matical meanings carried by individual words, which helps the syntactic processor to decide on
types of grammatical agreement among the words in the sentence, which, in turn, provides heuris-
tics for determining syntactic dependencies and phrase boundaries. The “ecology” of a language
(Don Walker’s term) includes information about punctuation and spelling conventions, represen-
tation of proper names, dates, numbers, etc. 

Historically, the integration of all these steps of processing into a single theory and system has
been carried out in a variety of ways. Thus, the Meaning↔Text model (Apresyan et al. 1969,
1973, Mel’cvuk 1974, 1979) dealt with most of these levels of processing and representation at a
finer grain size. However, that approach did not focus on semantic representation, and its compu-
tational applications (e.g., Kittredge et al. 1988) did not address semantics at all, concentrating
instead on deep and surface syntax and morphology. Conceptual dependency (Schank 1975) did
concentrate on semantic representations but neglected to consider syntax or morphology as a sep-
arate concern: most of the application programs based on Conceptual dependency (and all the
early ones) simply incorporated a modicum of treatment of syntax and morphology in a single
processor (e.g., Riesbeck 1975, Cullingford 1981). Ontological semantics, while concentrating on
meaning, enters into a well-defined relationship with syntactic, morphological and ecological pro-
cessing in any application.

The most immediate and important element supporting the relations between ontological seman-
tics and the non-semantic components of an NLP system is content of those zones of the ontolog-
ical semantic lexicon entry that support the process of linking syntactic and semantic
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dependencies (see Section 7.3). Specifically, what is linked is the syntactic dependency and the
semantic dependency on clause and phrase heads. This essentially covers all words in a language
that take syntactic arguments, which suggests that their meanings are predicates taking semantic
arguments. The dynamic knowledge sources use this information to create and/or manipulate a
text meaning representation (TMR). The dynamic knowledge sources, however, also use morpho-
logical, syntactic and other non-semantic information in their operation. 

1.4 Architectures for Comprehensive NLP Applications

The ideal state of affairs in NLP applications (as in all the other complex multi-module soft-
ware systems) is when each component produces a single, correct result for each element of input.
For example, a morphological analyzer can produce a single citation form with a single set of in-
flectional forms for a given input word, e.g., given the English lain it produces “lie; Verb, Intran-
sitive, past participle; ‘be prostrate,’” while disambiguating it at the same time from “lie ‘to make
an untrue statement with intent to deceive.’”
Unfortunately, this state of affairs does not always hold. For example, given the Russian myla as
input, a Russian morphological analyzer will (correctly!) produce three candidate outputs: 

1. mylo ‘soap’; Noun, Neuter, Genitive, Singular; 
2. mylo ‘soap’; Noun, Neuter, Nominative, Plural; 
3. myt’ ‘to wash’; Verb, Transitive, Past, Feminine. 

In context, only one of the multiple outputs will be appropriate. Conversely, the English morpho-
logical analyzer will (correctly!) fail to produce a candidate for the input string mylo, as it is not a
word in the English language. Or, to use another example, a standard semantic analyzer for
English will not be able to interpret the English phrase kill the project if the lexicon entry for kill
(reasonably) lists its meaning as something like “cause not to be alive.” Indeed, as projects are not
living beings, the combination does not work. 

The history of NLP can be viewed as the fight against these two outcomes: underspecification,
that is, being unable to cut the number of candidate solutions down to exactly one, and failure to
produce even a single candidate solution, due to overconstraining or incompleteness of static
knowledge sources. The big problem is that it is difficult, if at all possible, to develop static
knowledge sources (lexicons, grammars, etc.) with information that is correct in all contexts that
can be attested in running text. Selecting an appropriate computational architecture is one of the
methods of dealing with these difficulties as well as of improving the efficiency of the overall pro-
cess. 
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1.4.1  The Stratified Model

The most widely used NLP system architecture conforms to the stratified model (see Figures 1
and 2): the task is modularized, and the modules are run on a text one by one, in their entirety,
with the cumulative results of the earlier modules serving as inputs to the later modules. This
architecture has been a step forward compared to the early architectures which were not modular
in that they heaped all the processing knowledge together rather indiscriminately; see, for
instance, the early MT systems or the early AI NLP systems, such as, e.g., Margie (Schank 1975).
One of the reasons for introducing the modularity is the difficulty of acquiring static knowledge
sources for an “integral” system. Indeed, each of the standard analysis stages—morphology, syn-
tax, semantics and, later, pragmatics and discourse and, still later, ecology—was (and still is) a
complex problem which is difficult to study even in isolation, let alone taking into account its
connections with other language analysis problems. 

It is clear that this architecture was designed for processing without underspecification, overcon-
straining or knowledge lacunae. Indeed, it presupposes that each module can successfully com-
plete its processing before the later modules take over. While it was not clear what can be done
architecturally to counteract possible overconstraining—or other reasons for a failure to find a
solution for an element of input, such as lack of necessary background knowledge,—modifica-
tions were introduced to the architecture to deal with underspecification. 

The most prominent deficiency of the strictly pipelined architecture is the systematic insuffi-
ciency of knowledge within a single module for disambiguating among several output candidates.
To try to alleviate this problem, the basic architecture can be modified by allowing underspecifi-
cation of the outputs of individual modules, with the exception of the last one. Underspecification,
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Figure 1. Stratified Model I: Analysis. A schematic view of a traditional pipelined architecture for the 
analysis module of a comprehensive NLP system (e.g., an MT system). Results of each processing 
stage are used as input to the next processing stage in the order of application. 
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Figure 2. Stratified Model II: Generation. A schematic view of a traditional pipelined architecture for the 
generation module of a comprehensive NLP system (e.g., an MT system). Results of each 
processing stage are used as input to the next processing stage in the order of application. 
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then, essentially, amounts to postponing decisions of a particular module by allowing it to pro-
duce, instead of a single solution, a set of candidate solutions and subsequently using information
obtained through the operation of later modules to filter this set (or these sets, if several instances
of underspecification occurred). Figure 3 illustrates this kind of architecture for the case of text
analysis. 

1.4.2  The “Flat” Model
The stratified architecture of language processing is, in many ways, constraining. Thus, even in
the model with feedback, such as that of Figure 3, no use is made of the fact that findings of each
of the modules can contribute to text meaning specification directly, not necessarily through the
operation of other (later) modules. In addition, the individual results from any module can con-
tribute to determining more than one text meaning element. Conversely, it may be a particular
combination of clues from a variety of sources that makes possible the determination of a text
meaning element. None of the above is directly facilitated by the stratificational architecture.
Underspecification may be difficult to implement efficiently.

A “flat” architectural model (see Figure 4) represents a swing of the pendulum back from pipelin-
ing but not back to the lack of modularity. In the flat module, all processing modules operate
simultaneously, without waiting for the results of an “earlier” module, e.g., semantic analyzer
does not wait till the syntactic analyzer finishes with an input element before starting to work on
the latter. Of course, in isolation, the analyzer modules will not be able to complete their process-
ing. However, they will succeed partially. For instance, morphologically uninflected words will
be found in the lexicon and the set of their senses instantiated by the semantic processing module
irrespective of the results of the syntactic analyzer. If it so happens that only one sense is recorded
for a word in the lexicon, this sense becomes a strong constraint which is used to constrain further
the realization choices of other text components. 

1.4.3  Toward Constraint Satisfaction Architectures
One cannot rely on the partial successes of some modules in an unqualified manner. There are
many real-world obstacles for the constraint satisfaction process of this kind. First of all, lexicons
can often be incorrect. In particular they may

• contain fewer senses for a word (or a phrase) than necessary for a task; this state of affairs 
may cause the compositional semantic process of deriving text meaning representation to fail 
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Figure 3. Stratified Model Modified: A schematic view of an enhanced pipelined architecture for the 
analysis module of a comprehensive NLP system (e.g., an MT system). Thin arrows represent 
knowledge from later modules which is used to disambiguate results of a prior module. 
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because of overconstraining—the process may find no candidates that match the constraints 
specified in the meanings of TMR components with which they must combine; for example, 
if in a lexicon only the furniture sense is listed for the word table, the process will fail on the 
input Two last rows of the table had to be deleted; 

• contain more senses for a word (or a phrase) than sufficient for a task; dictionaries compiled 
for human use typically contain more senses than should be included in the lexicon of an 
NLP system; thus, for instance, Longman’s Dictionary of Contemporary English lists eleven 
senses of bank; should an NLP system use such a dictionary, it will have to be equipped with 
the means of disambiguating among all these eleven senses, which makes computation quite 
complex;

• incorrectly interpret the senses or provide incorrect, that is, too relaxed or too strict, 
constraints on cooccurrence.

While the deficiencies of the lexicon are real and omnipresent in all real-size applications, much
more serious difficulties arise from the preponderance in natural language texts, even non-artistic,
expository ones, of nonliteral language—metaphors, metonymies and other tropes. In terms of the
basic compositional-semantic processing mode, nonliteral language leads to violations of cooc-
currence constraints: indeed, you do not really crush your opponent in an argument; or have the
orchestra play the composer Bach (e.g., Ballim et al. 1991, Martin 1992, see also 8.4.2).
Page 23



One deficiency of the flat model, as sketched above, is that it does not benefit from the intermedi-
ate results of its processing, namely, from the availability of the nascent text meaning representa-
tion. In fact, intermediate results of analysis, that is, elements of the nascent TMR, can provide
reliable clues for the analyzer and must be allowed as constraints in the left hand sides of the text
meaning representation rules. Thus, these rules can draw on the entire set of knowledge sources in
comprehensive NLP processing: the lexicons, the ontology, the fact database, the text meaning
representation and the results of ecological, morphological and syntactic processing. Pragmatics
and discourse-related issues are folded in the semantic processing in current implementations of
ontological semantics; this, however, is not essential from the theoretical point of view: a single
theory covering all these issues can be implemented in more than one application module.

The modified flat model can be realized in practice using the so-called blackboard architecture
(e.g., Erman et al. 1980, Hayes-Roth 1985), in which a public data structure, a blackboard, is used
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R e p r e s e n t a t i o n

I n p u t T e x t

Figure 4. In a “flat” model (illustrated here for the case of text analysis), all modules operate and record 
partial results simultaneously. An intrinsic ordering remains because “later” modules often need 
results of “prior” modes to produce results or to disambiguate among candidate analyses. However, 
partial results are still possible even if an earlier module fails on an element of input. The results of 
the individual module operation provide clues for the left-hand sides of meaning representation rules. 
Robustness of the system is further enhanced if the rules are allowed to “fire” even if not all of the 
terms in their left-hand sides are bound (naturally, this relaxation must be carefully controlled).
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to store the results of each processing module in the system. This is one way to implement each
module’s access to the results of every other module (dynamic knowledge source) in the system.
The blackboard also contains control and triggering mechanisms to activate certain processes
once an item is posted on the blackboard. The actual control in blackboard systems usually uses
the agenda mechanism. An agenda is a queue of knowledge source instantiations (KSIs), each
corresponding roughly to a rule, that is, a situation/action pair, where the situation is a combina-
tion of constraints. When all its constraints hold, a KSI can “fire” and produce some output to be
posted on the blackboard. It is clear that manipulating the positioning of the various KSIs on the
agenda (or using multiple-queue agendas) is, in this environment, the best method to improve the
control behavior of the system. In fact, significant amount of scholarship has been devoted to
developing intelligent control strategies for blackboard systems, resulting in implementations of
metalevel rules and control heuristics.

A different approach to the realization of the modified flat model consists in attempting to repre-
sent the entire problem as an interconnected graph of individual choices with constraints imposed
on cooccurrence of local solutions. A method has been developed of avoiding the need for manu-
ally constructed control heuristics once the above representation of the problem is achieved
(Beale 1997). This method combines the idea of applying rules (KSIs) from any processing mod-
ule as soon as all the constraints necessary for their application are established with the idea of
underspecification, whereby the KSIs can produce partial solutions in the absence of some knowl-
edge elements necessary for producing a single result. As a result, an implicit ordering of KSIs is
established automatically through the availability of constraints.

All the control methods specified above rely on two crucial assumptions about the constraints: 

• all constraints are binary, that is, they either hold or do not hold; and
• in a rule (a KSI), all constraints in the left hand side must hold before the KSI can fire.

In reality, some constraints are “hard,” that is, inviolable (e.g., the English word slowest can only
be a superlative adjective; while uranium refers exclusively to a chemical element). Some other
constraints are “soft” or gradable (e.g., the constraint on the filler of the empty slot in the context
the city of ____ may well be specified as “name of a city;” however, phrases like the city of Char-
lemagne or the city of light are quite acceptable, too—cf. McCawley’s (1968) They named their
son something outlandish).

An extension to the control structure may allow a KSI to fire at a certain stage in the process even
if not all of the clauses among its conditions are bound or if one of these constraints only partially
satisfies the condition. This requires making the processing architecture more complicated in two
(interconnected) ways: first, by introducing a confidence measure for all decisions; and, second,
by developing procedures for relaxing the constraints based, among other things, on the confi-
dence values of the knowledge used to make decisions.

The relaxation of constraints and the relaxation of constraint application are evoked when the pro-
cess detects an instance of overconstraining or an instance of residual underconstraining after all
the modules have finished their processing. At this point, the general approach reaches its limit,
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for a given set of static knowledge sources. This means that finding an appropriate output in such
a case can be entrusted to a completely different method, not inherently connected with the spirit
of the main approach. In the case of residual lexical ambiguity, for example, many systems resort
to selecting an arbitrary, usually, the first, sense in the lexicon entry. Alternatively, a word which
is more frequent in a corpus may be selected. All such solutions are, in a way, similar to tossing a
coin. Such solutions are quite acceptable when a system based on an explanatory theory fails—
not necessarily due to theoretical deficiencies but often because of the low quality of some ele-
ments in the static knowledge sources of the system. Indeed, more sophisticated corpus-based,
statistical techniques can be developed and used in these “emergency” cases; we believe that this
is the best strategy for tightly-coupled “hybridization” of NLP systems, that is, of using knowl-
edge-oriented and corpus-based techniques in a single computational environment. Loosely-cou-
pled hybridization involves merging the results of the operation of rule-based and corpus-based
systems on the same input—cf. Nirenburg et al. (1994) and Frederking and Nirenburg (1994).

1.5 The Major Dynamic Knowledge Sources in Ontological Semantics

While the interplay of semantic and non-semantic knowledge sources, as suggested in our general
approach to NLP, is not, strictly speaking, necessary for the specification of the ontological
semantic theory, we believe: a) that the division of labor and the application architecture we sug-
gest is the most mutually beneficial for each module in an NLP system, because knowledge from
a variety of modules must be included in the discovery procedures for the semantic processes; and
b) that it is not appropriate to omit references to syntax, morphology and ecology while develop-
ing a semantic theory for the support of comprehensive NLP applications. It follows that the
knowledge sources in our approach transcend purely semantic concerns. The following summa-
rizes the components of the basic dynamic knowledge sources in our model.

1.5.1  The Analyzer
A comprehensive text analyzer consists of: 

• a tokenizer that treats ecological issues such as all special characters and strings, numbers, 
symbols, differences in fonts, alphabets and encodings as well as, if needed, word boundaries 
(this would be an issue for languages such as Chinese);

• a morphological analyzer that deals with the separation of lexical and grammatical 
morphemes and establishing the meanings of the latter;

• a semantic analyzer that, depending on the concrete NLP application, can contain different 
submodules, including:

– a lexical disambiguator that selects the appropriate word sense from the list of senses
listed in a lexicon entry;

– a semantic dependency builder that constructs meanings of clauses;
– a discourse-level dependency builder that constructs the meanings of texts;
– a module that manages the background knowledge necessary for the understanding of

the content of the text; this module centrally involves processing reference and co-refer-
ence;

– a module that determines the goals and plans of the speaker, hearer and the protagonists
of the text;

– a module that tracks the attitudes of the speaker to the content of the text;
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– a module that determines the parameters (indices) of the speech situation, that is, the
time, the place, the identity and properties of the speaker and the hearer, etc.; and

– a module that determines the style of the text.

1.5.2  The Generator
Text generators vary significantly, depending on the application. A major difference is the type of
input expected by the generator which, in turn, determines the kind of generation result possible.
If the input to generation is a text meaning representation, then the most natural generation task
would be to construct a text whose meaning is similar to that of the input, in its entirety (e.g., for
machine translation) or partially (e.g., for text summarization). If the input to generation is a set of
knowledge structures corresponding to the state of a world, the generator is probably incorporated
in a reasoning system and may be called upon to create a text that analyzes the state of affairs for
a human user. One kind of task that the generator may perform is to express the output in the form
of the response to a human query. If the input is in the form of formatted, for example, numerical,
data, the generator is typically called upon to present this data as a text (e.g., Kittredge et al.
1986). If the input is a picture, the generator is typically required to describe it (e.g., McDonald
and Conklin 1982). Text generators can include the following modules:

• a content specification module that determines what must be said; this module sometimes 
includes 

– a communicative function specification module that decides to include certain informa-
tion based on the purposes of the communication; and 

– an interpersonal function module that determines how much of the input can be assumed
to be already known by the hearer; 

the operation of the content specification module, in its most general formulation, results in the 
specification of meaning of the text to be generated.

• a text structure module that organizes the text meaning by organizing the input into sentences 
and clauses and ordering them;

• a lexical selection module that takes into account not only the semantic dependencies in the 
target language but also idiosyncratic relationships such as collocation;

• a syntactic structure selection module;
• a morphological realizer for individual words;
• the clause- and word-level linearizer.

1.5.3  World Knowledge Maintenance and Reasoning Module
In the framework of ontological semantics, world knowledge is contained in several static

knowledge sources—the ontology, the lexicons and the fact database (see Chapter 7). World
knowledge is necessary for lexical and referential disambiguation, including establishing co-ref-
erence relations and resolving ellipsis as well as for establishing and maintaining connectivity of
the discourse and adherence of the text to a set of text producer’s goals and plans. 
Different applications use the static knowledge sources differently. While analysis and generation
of texts are basic processes used in any application of ontological semantics, some applications
require additional processes. In MT, analysis and generation account for most of the system pro-
cessing because an MT system does not always need to use as much world knowledge as such
applications as information extraction (IE) or question answering (QA). This is because the
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human consumer of MT is expected to fill in any implicit knowledge present in the output text,
thus allowing some expressions that are potentially vague and/or ambiguous in the original text to
“carry” over to the target text. Thus, while good book is potentially ambiguous in that it can mean
a book good to read or a well-manufactured book (or any number of other things—see also
Raskin and Nirenburg 1998, Pustejovsky 1995, see also Sections 7.3. and 8.4.4), the text pro-
ducer’s meaning is not ambiguous in any given instance. And the text consumer, due to the fact
that it shares the same basic world knowledge with the producer, can readily recreate the intended
meaning. Of course, errors of miscommunication happen, but they are much rarer than successful
understanding, as is readily proved by the fact that miscommunication errors are regular subjects
of amusing anecdotes. More scientifically (though less amusingly), this finding is sustained by the
statistics of error rates in communication gathered by researchers in linguistic error analysis
(Fromkin 1973).

In most cases, the languages seem to be universally lenient with respect to being able to render
vagueness and ambiguity, defined in this sense, either within a language or across languages. For
example, in translation, one can in most cases retain deictic (here, now, this, etc.) or referential
indices (he, them, the same etc.). MT can gloss over these cases unless an indexical mismatch
occurs, as for instance, when a source language (say, English) does not have grammatical gender
while the target language (say, Hebrew) does, forcing a choice of forms on the translation: the
English them should be translated into Hebrew as otam (Masc.) or otan (Fem.), as required. 

In order to make a decision in a case like the above, one must actually resolve referential ambigu-
ity in the source text. In applications other than MT, this capability is much more necessary, as
there is no expectation, for example, in information extraction, that the results of input text pro-
cessing will be observed and further disambiguated by a human. The background world knowl-
edge is the single most important basis for the disambiguation task. The more knowledge in the
fact database about remembered event and object instances, the higher the chances of the analyzer
finding the quantum of information required for disambiguation. The above means that the proto-
typical ontological semantic system is a learning system: in order to enhance the quality of future
processing, the results of successful text analysis are not only output in accordance with the
requirements of a particular application but are also recorded and multiply indexed in the fact
database.

While MT can “go easy” on world knowledge, it still must extract and represent in the TMR every
bit of information present in the input text. The situation with IE is different: it does rely on stored
world knowledge, not only on the analysis of inputs, to help fill templates; but it does not typi-
cally pay a penalty for missing a particular bit of information in the input. This is because there is
a realistic expectation that if that bit is important, it will appear in some other part of the input text
stream where it would be captured. In other words, the grain size of the TMR varies somewhat
depending on the particular application. 

1.6 The Static Knowledge Sources

The static knowledge sources of a comprehensive NLP system include:

• An ontology, a view of the intelligent agent's world, including knowledge about types of
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things in the world; the ontology consists of
– a model of the physical world;
– a model of discourse participants (“self” and others) including knowledge of the partici-

pants’ goals and static attitudes to elements of the ontology and remembered instances
of ontological objects; and

– knowledge about the language communication situation;
• A fact database containing remembered instances of events and objects; the fact database

can be updated in two ways: either as a result of the operation of a text analyzer, when the
facts (event and object instances) mentioned in an input text are recorded or directly
through human acquisition;

• A lexicon and an onomasticon for each of the natural languages in the system; the lexicon
contains the union of types of information required for analysis and generation;4 the infor-
mation in entries for polysemic lexical items includes knowledge supporting lexical dis-
ambiguation; the same type of information is used to resolve synonymy in lexical
selection during generation; the entries also include information for the use by the syntac-
tic, morphological and ecological dynamic knowledge sources; 

• A text meaning representation formalism;
• Knowledge for semantic processing (analysis and generation), including

– structural mappings relating syntactic and semantic dependency structures;
– knowledge for treatment of reference (anaphora, deixis, ellipsis); 
– knowledge supporting treatment of non-literal input (including metaphor and metony-

my);
– text structure planning rules;
– knowledge about both representation (in analysis) and realization (in generation) of dis-

course and pragmatic phenomena, including cohesion, textual relations, producer atti-
tudes, etc.

1.7 The Concept of Microtheories

Decades of research and development in natural language processing have at least taught the prac-
titioners that it is futile to expect that a single comprehensive theory can be developed to account
for all the phenomena in the field. A realistic alternative may be to develop a society of microthe-
ories responsible for manageable-size chunks of the overall set of phenomena. These components
may be circumscribed on the basis of a variety of approaches. There may be microtheories
devoted to language in general or particular languages; to parts of speech, syntactic constructions,
semantic and pragmatic phenomena or any other linguistic category; to world knowledge (onto-
logical) phenomena underlying semantic descriptions; and to any of the processes involved in
analysis and generation of language by computer. 

4. As we briefly mentioned above, in early applications of ontological semantics (see, e.g., Nirenburg and
Raskin, 1987a,b) we maintained that different lexicons have to be produced for analysis and generation.
It seems now that this decision was in a large part induced by the logistics of knowledge acquisition in a
large application project. In fact, the overlap of the knowledge in the two lexicons is quite consider-
able—even the collocation information that we once considered useful mostly in the lexical selection
process in generation appears to be valuable in certain situations in analysis as well. 
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Examples of microtheories include those of Spanish prepositions, of negation, of passive, of
aspect, of speech acts, of reification of properties, of semantic dependency building, and many
others. The working hypothesis here is that it is possible to combine all these, sometimes overlap-
ping, microtheories into a single computational system which accounts for a totality of language
phenomena for which it is supposed to serve as a model. The number of microtheories, as
described above, can be, of course, very high. In practice, it is necessary to determine which sub-
set of such microtheories is the most appropriate for a particular task. At present, there is no for-
mal mechanism for doing this, and simple rules of thumb are used as keeping the number of
microtheories and overlaps among them to a possible minimum.

The microtheory approach facilitates the incorporation of fruitful ideas found in linguistics, com-
putational linguistics, cognitive science, AI, philosophy of language and corpus linguistics. Most
linguistic descriptions are, in fact, microtheories, as they deal with fragments of the overall set of
language phenomena. The difficulty of combining two linguistic descriptions to form a coordi-
nated single description of the union of the phenomena covered by each individual description is
well known and stems from differences in the premises, formats and purpose. This creates the
need to integrate the microtheories by providing a computational architecture that allows the joint
operation of all the processing modules based on these microtheories in a particular NLP applica-
tion.

The integration of microtheories can be carried out in several flat architectural models, for
instance, using a blackboard system or a system similar to Hunter-Gatherer (Beale 1997). The
nature of the process of adapting a microtheory to the formalism and control conditions of a com-
putational system is illustrated in Pustejovsky and Nirenburg (1988) on the example of the micro-
theory of aspect and Raskin and Nirenburg (1998) on the example of the microtheory of
adjectives. 

From the standpoint of processing architecture, an analysis-related microtheory would, thus, be
defined as a set of rules whose right hand sides are instructions for filling a particular slot in the
TMR representation of a text. Figure 5 illustrates an architecture for combining a variety of
microtheories. For instance, there might be a rule for each possible value of the PHASE slot in an
ASPECT frame in a TMR. The left-hand sides of such rules will contain a Boolean formula of a
set of conditions for assigning a particular value of PHASE to an input clause derived from a vari-
ety of knowledge sources—the nascent TMR, morphology, syntax, semantics, pragmatics or dis-
course information. Microtheories supporting generation would contain rules whose left-hand
sides will contain a Boolean formula of TMR values and prior lexicalization (and other text plan-
ning) decisions and whose right-hand sides will contain instructions for further lexical selection
and other appropriate generation decisions.
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Ecology Morphology Syntax Semantics Pragmatics/
Discourse

A n a l y s i s M o d u l e s

...
Microtheory 1

Microtheory 2 Microtheory N

T e x t M e a n i n g R e p r e s e n t a t i o n

I n p u t T e x t

Figure 5. When meaning representation rules are bunched according to a single principle, they become 
realizations of a microtheory.
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2.  Prolegomena to the Philosophy of Linguistics
Building large and comprehensive computational linguistic applications involves making many
theoretical and methodological choices. These choices are made by all language processing sys-
tem developers. In many cases, the developers are, unfortunately, not aware of having made them.
This is because the fields of computational linguistics and natural language processing do not tend
to dwell on their foundations, or on creating resources and tools that would help researchers and
developers to view the space of theoretical and methodological choices available to them and to
figure out the corollaries of their theoretical and methodological decisions. This chapter is a step
toward generating and analyzing such choice spaces. Issues of this kind typically belong to the
philosophy of science, specifically, to the philosophy of a branch of science, hence the title. 

In Section 2.1, we discuss the practical need for philosophical deliberations in any credible scien-
tific enterprise and, in particular, in our field of (computational) linguistic semantics. In Section
2.2, we discuss the reasons for pursuing theoretical work in computational linguistics. In Section
2.3, we propose (surprisingly, for the first time in the philosophy of science) definitions of what
we feel are the main components of a scientific theory. In Section 2.4, we introduce a parametric
space for theory building, as applied to computational linguistics. We introduce eleven basic
parameters which the philosophy of science can use to reason about properties of a theory. We
also discuss the relations between theories and methodologies associated with them. In Section
2.5, we extend this discussion to include practical applications of theories and their influence on
relations between theories and methodologies. In Section 2.6, we illustrate the impact of choices
and decisions concerning one of the 11 parameters, explicitness, for one specific theory, ontologi-
cal semantics. In Section 2.7, we comment on the unusual, “post-empirical” nature of the
approach to philosophy emerging from our studies and compare it to Mao’s notorious “blast fur-
nace in every backyard” campaign.

2.1 Reasons for Philosophizing

We introduce the term “philosophy of linguistics,” similar to “philosophy of cognitive science” or
“philosophy of artificial intelligence” (cf. Moody 1993: 4), to refer to the study of foundational
issues of theory building in linguistics. In our view, such issues underlie and inform various
important choices and decisions made in the introduction and development of certain resources
(such as lexicons, ontologies and rules), of certain procedures (such as morphological, syntactic,
and semantic analysis and generation), and of certain representations (such as word meaning, sen-
tence structure, sentence meaning, etc.), as well as of the formats for all representations, rules,
architectures, etc.

Less specifically to linguistics, the impetus for this work is similar to the general reasons for pur-
suing philosophy of science—to try to understand the assumptions, implications and other scien-
tific, technological and societal issues and currents at work in the “object” field. The traditional
philosophy of science concentrates on the “hard” sciences, mainly physics and biology. While
there are contributions to the philosophy of other fields (such as the abovementioned view of cog-
nitive science or essays on the philosophy of economics), the science of language has been largely
ignored by the philosophers.5 
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Our experience of making difficult and often controversial theoretical, methodological and appli-
cation-related choices in computational linguistic research made us realize how useful it would be
to have a system within which to make such choices. Indeed, multiple-choice questions are really
much easier than essay-like examinations! We felt the need for a basis for our decisions as well as
for the alternative choices. Unfortunately, we could find no explicit choice-support framework in
any of the several relevant research areas: linguistics, computational linguistics, natural language
processing (NLP), artificial intelligence (AI)—of which NLP is a component— or cognitive sci-
ence. 

So we felt we had to venture into analyzing the theory building process in computational seman-
tics pretty much on our own. The undertaking, we fully recognize, is risky. First, because this area
is not popular. Second, because this undertaking brings us into a field, philosophy of science, of
whose output we have, until now, been only consumers. Still, we see benefits to this exercise, ben-
efits that we will try to describe below. We also hope that attempting to bring our problems to the
attention of philosophers of science may underscore the need that disciplines outside the “hard
sciences” have for addressing such very basic questions as a) choosing some particular theoretical
constructs over others or none, b) building a hierarchy of abstract levels of representation (see
also Attardo and Raskin (1991) on a solution for that in the philosophy of humor research), c)
optimizing the methodology, and, most importantly, d) developing adequate justification proce-
dures.

The research for which we first needed to answer the above questions was an application: the
knowledge- and meaning-based system of machine translation called Mikrokosmos (see, for
instance, Onyshkevych and Nirenburg 1994, Mahesh 1996, Viegas and Raskin 1998, Beale et al.
1995). The two highest-risk choices we made were the decision to go for “deep” meaning analy-
sis (which the earlier projects in machine translation had used a great deal of hard work and inge-
nuity to avoid, on grounds of non-feasibility) and the decision to base our lexicon and sentence
representation on a language-independent ontology (Mahesh 1996, Mahesh and Nirenburg 1995,
Nirenburg et al. 1995), organized as a tangled hierarchy of frames, each of which includes and
inherits a set of property slots and their fillers. Together with syntax- and non-syntax-based analy-
sis procedures, the ontology-based lexicon (Onyshkevych and Nirenburg 1994, Viegas and
Raskin 1998, Meyer et al. 1990) contributes to the automatic production and manipulation of text-
meaning representations (TMRs—see also Carlson and Nirenburg 1990), which take the status of
sentence meanings. Of course, we had to make choices of this kind in earlier implementations of
ontological semantics, but it was at this time, with the development of the first large-scale applica-
tion and the consequent full deployment of ontological semantics that the need became critical
and practically important.

In making the choices while developing the system, we felt that we were consistently following a
theory. One sign of this was that the members of the Mikrokosmos team were in agreement about

5. Of course, language itself has not been ignored by philosophy: much of the philosophy of the 20th century
has been interested precisely in language. Under different historical circumstances, philosophy of lan-
guage would have probably come to be known as a strain of linguistics and/or logic rather than a move-
ment in philosophy. This would not pertain to the so-called “linguistic turn” (cf. Rorty 1967) in
philosophy, a sweeping movement from the study of philosophical issues to the study of the utterances
expressing these issues.
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how to treat a variety of phenomena much more often than what could be expected and experi-
enced working on other computational linguistic projects. A tempting hypothesis explaining this
state of affairs was that this agreement was based on a shared implied theory. For reasons
described in 4.1.3 below, we feel compelled to try and make that theory explicit.

Returning to the road map of this chapter in more specific terms, we discuss the need for theory in
Section 2.2. Section 2.3 introduces a suggestion about what the components of such a theory may
be like. Section 2.4 is devoted to developing a set of parameters for characterizing a computa-
tional linguistic theory and facilitating its comparison with other theories in the field. In Section
2.5, we give a special consideration to the important issue of the relationship between a theory
and its applications. Section 2.6 demonstrates, on the example of ontological semantics, the
impact of choosing a certain parameter value on the way the components of the theory are
described. Section 2.7 summarizes our findings concerning the relationship between a science
and the branch of philosophy devoted to that science. 

In what follows, we will assume that the scope of analysis is computational semantics. However,
we will feel free to allow ourselves to broaden this scope into theoretical linguistics when it can
be done with no apparent side effects. The reason for that is that we would like to relate our work
to as many other approaches as reasonable.

2.2 Reasons for Theorizing

2.2.1  Introduction: Philosophy, Science, and Engineering
The generally accepted goal of computational linguistics is the development of computational
descriptions of natural languages, that is, of algorithms and data for processing texts in these lan-
guages. These computational descriptions are complex agglomerates, and their acquisition is an
expensive and complex undertaking. The choice of a format of description as well as of the
descriptive techniques is of momentous impact. The format is determined by a theory underlying
the description. The procedures for acquiring the description constitute a methodology. A theory
licenses a class of methodologies appropriate for description in the framework of the theory. Nat-
urally, it is desirable to select that methodology which facilitates the most efficient production of
descriptions in the theory-determined format. Figures 1-5 illustrate these definitions. 

The whole enterprise
s t a r t s  w h e n  s o m e
phenomena come into
the sphere of human
interest

Phenomena

Figure 6. The most generally accepted goal of science is the description of naturally occurring
phenomena.
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An idea of what would
f o r m  a n  a d e q u a t e
de sc r i p t i o n  o f  t he se
phenomena takes shape

Phenomena
Description

 Figure 7. It is accepted that, even in the most empirical of theories, there is a step of hypothesis formation 
which is deductive in nature.

Description?

H o w  d o e s  o n e  g o
a b o u t  p r o d u c i n g
d e s c r i p t i o n s  o f
phenomena?

Phenomena

 Figure 8. The need for methodology becomes clear before the need for theory.

DescriptionMethodology

Methods and techniques of
describing the phenomena
are invented or imported

Phenomena

 Figure 9. Methodologies can be, and often are, imported from other sciences.
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The formulation of algorithms, data structures and knowledge content is a scientific enterprise.
The optimization of acquisition methodologies and application of the complete description to a
practical task is engineering. The formulation of the theory underlying the description must be
placed in the realm of the philosophy of computational linguistics. The term “philosophy” is used
here in the same sense as in “the philosophy of science” but differently from the sense of this term
in “the philosophy of language.” Indeed, the latter has a natural phenomenon as its subject,
whereas the former, similarly to computational linguistics, relates to a branch of human knowl-
edge. 

We attempt to explain and clarify these notions. In this section, we concentrate on one small but
important facet of our approach, namely, the motivation for caring to develop an overt theory as
the basis for computational descriptions of language. The relevant question is, Why is it important
to theorize? This is a legitimate question, especially as a large part of the community does not
seem to be overly impressed by the need to formulate the principles under which they operate. 

2.2.2  Reason One: Optimization
We can put forward five (well, perhaps four and a half) reasons for overt theorizing. The first rea-
son is that the presence of a theory, we maintain, facilitates the search for the optimum methodol-

Theory DescriptionMethodology

Different methodologies produce different
descriptions. Behind each methodology
stands a theory (either explicit or implicit)
that provides format of description.

In inductive approches, methodology
precedes theory; in deductive ones,
theory precedes methodology.

Theories are used to select the best
description methodology or the best
combination of methodologies.

Theories help assess the qual ity of
description, thus giving an impetus to
constant improvement of methodologies
and theories themselves till the quality of
description becomes adequate.

Phenomena

Figure 10. Relations between theories and methodologies.
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ogy of descriptive language work, constructive engineering implementation work, formalism
development, tool development, and abstract knowledge system development. If several alterna-
tive methodologies are put forward, we must have a means of preferring one over the rest. Select-
ing methodologies without a theoretical basis is, of course, possible and practiced, often because
no reasonable theory is available. This line of action may not lead to unwelcome consequences in
a particular application, as pretheoretical commonsense reasoning should not be automatically put
down. Nevertheless, there is always a risk that the commonsense decisions were made based on
partial evidence, which optimizes the choice of method for a partial task and says nothing about
the utility of the method outside the immediate task for which it was chosen, whether within the
same project or recycled in another project. Besides, the seeming absence of overt theory usually
indicates the presence of an implicit, unexamined theory that guides the researcher’s actions in an
uncontrolled fashion, and this cannot be good.

2.2.3  Reason Two: Challenging Conventional Wisdom
The second reason pertains to what may be called the sociology of our field. (It is likely that every
field follows the same pattern, but we will stick to the field we know best.) We agree with Moody
(1993: 2) that “philosophy is the study of foundational issues and questions in whatever discourse
(scientific, literary, religious, and so forth) they arise. The foundational issues are hard to define in
a way that makes sense across all discourses.” We might add that they are equally hard to become
aware of and to make explicit in any separately viewed discourse (e.g., scientific) and even within
one separate discipline in that discourse (e.g., linguistics). 

If a broad community of scholars shares a set of premises, and a large body of results is accumu-
lated and accepted by this community, the need to question or even to study the original premises,
statements, and rules from inside the paradigm does not appear to be pressing. This is because a
scholar can continue to produce results which are significant within the paradigm as long as there
remain phenomena to be described within the subject matter of that paradigm. Such a scholar,
then, reasons within a theory but not about it. 

There are many well-known examples of such communities (or paradigms) in 20th century lin-
guistics: the American school of structural linguistics, roughly from Bloomfield through Harris;
the school of generative grammar (which, in fact, broke into several subparadigms, such as trans-
formational grammar (now extinct), government and binding and its descendants; lexical-func-
tional grammar; generalized and head-driven phrase structure grammar; categorial grammar,
etc.); systemic grammar, and formal semantics (see also Footnote 17 below). This “balkanization”
of linguistics is taken for granted by any practitioner in the field. It is made manifest by the exist-
ence of “partisan” journals, conferences, courses and even academic programs. It is telling that in
one of the preeminent academic linguistics programs in the US the sum total of one course is
devoted to linguistics outside the accepted paradigm; it has been informally known for many
years as “The Bad Guys.”

Of course, this state of affairs makes it more difficult for a newcomer to get a bird’s eye view of
our field. It also makes it more difficult for linguists to join forces with representatives of other
disciplines for purposes of interdisciplinary research. Consider, as an example, how difficult it is
for, say, a psychologist to form a coherent understanding of how linguistics describes meaning.
The psychologist will end up with many partisan (and, often incompatible) answers to a variety of
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questions, with no single paradigm proffering answers to all relevant questions. 

The above state of affairs exists also in computational linguistics, though the communities here
tend to be smaller, and paradigms less stable. For a computational linguist to be heard, he or she
must address different paradigms, engaging in debates with people holding alternative points of
view. In computational linguistics, such debates occur more or less commonly, mostly due to
extra-scientific sociological reasons. The need for understanding other paradigms and the search
for best arguments in a debate may lead to generalizations over the proposed alternative treat-
ments of phenomena, to comparing the approaches and evaluating them with respect to a set of
features that is acceptable to all the participants in the debate. We maintain that the grounds for
such generalizations, comparison, and evaluations amount to a philosophy of the field.

Alternatively, a debate among methodological approaches to a linguistic issue can concentrate on
judgments about the quality of the descriptions these approaches produce. i.e., judging a theory by
the results it yields through its applications. Thus, a typical argument between two competing lin-
guistic paradigms may focus on a complex, frequently borderline, example that one approach
claims to be able to account for while claiming that the other cannot. Even in this situation, the
claim rests on a notion such as descriptive adequacy (Chomsky, 1965; see also the next section),
which is an important element of the underlying linguistic theory. Unfortunately, the notion of
descriptive adequacy has never been clearly defined philosophically or empirically, whether as a
part of the linguistic theory it must serve or as a separate theoretical entity.

2.2.4  Reason Three: Standardization and Evaluation
The third reason for theorizing is that, without a widely accepted theory, the field will resist any
standardization. And standardization is essential for the evaluation of methodologies and integra-
tion of descriptions in the field. The unsurprising reason why several well-known standardization
initiatives, such as the polytheoretical lexicon initiative of the mid-1980s (see, e.g., Ingria 1987),
have not been as successful as one would have wanted (and as many had expected) is that stan-
dardization was attempted at the shallow level of formalism, and was not informed by similarities
in theoretical statements in the various approaches being standardized. 

We also believe that any evaluation of the results of application systems based on a theory should
be carried out on the basis of a set of criteria external to the underlying theory. Curiously, this set
of criteria in itself constitutes a theory that can be examined, questioned, and debated. Thus, the
activity in the area of evaluation of machine translation and other NLP systems and resources,
quite intensive in the 1990s (e.g., Ide and Veronis 1998, Arnold et al. 1993, King and Falkedal
1990, O'Connell et al. 1994), could have been viewed as an opportunity to build such a theory.

It seems that questions of theory evaluation and quality judgments about theory start to get asked
only after an “initial accumulation” of data and results. A plausible picture or metaphor of the
maturation of a field (Bunge 1968) is interest of its practitioners in issues of choosing high level
unobservable concepts which are considered necessary for understanding explanatory mecha-
nisms in the field. Rule-based computational linguistics has already matured to this point. Corpus-
based computational linguistics may reach this point in the very near future. The explanatory
mechanisms are theoretical in nature, and hence our fourth reason, or half-reason, for theorizing.
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2.2.5  Reason Four: Explanation
In most cases, the subject of research is a natural phenomenon requiring an explanation. In the
case of linguistics, language is that phenomenon, and it actually fronts for an even more general
and mysterious phenomenon or set of phenomena referred to as the mind. A proposed theory may
aspire to be explanatory but it may also choose not to do so (cf. Sections 2.4.2.2 and 2.4.3). But
there can be no explanation without theory: in fact, for most users of the term theory, it is near-
synonymous to explanation.

2.2.6  Reason Five: Reusability
We prefer to view concrete methodologies, tools or descriptions as instances of a class of method-
ologies, tools or descriptions. This will, we hope, help us to recognize a situation where an exist-
ing methodology, tool or description in some sense fits new requirements and can thus be made
portable, that is, modified and used, with expectations of a considerable economy of effort. This
may happen within or across applications or in the same applications for different languages.

Reusability of technology is a well-known desideratum in engineering. In our NLP work, we have
made many practical decisions concerning reusability and portability of methodologies and
resources. One of us strongly feels while the other suspects that the reason most of our decisions
were consistent among themselves was that we have operated on the basis of a shared theory.6
One of the purposes for writing this book was to lay this theory out and to examine it in compari-
son with a number of alternatives. As Socrates said, life unexamined is not worth living. 

In response to our earlier writings overtly relating descriptions and theory (see, for instance,
Nirenburg et al. 1995, Nirenburg and Raskin 1996), some colleagues state, off the record, that
they cannot afford to spend valuable resources on seeking theoretical generalizations underlying
their descriptive work. This position may be justified, we believe, only when the scope of atten-
tion is firmly on a single project. Of course, one must strive for a balance between reusing meth-
odologies and tools and developing new ones. We have discussed the issues concerning this
balance in some detail in Nirenburg and Raskin (1996). 

2.3 Components of a Theory

We posit that a linguistic theory (and a semantic theory or a computational linguistic theory are
linguistic theories) has four components. We list them briefly with examples initially taken from
one of the best-known linguistic theories, Chomsky’s generative grammar. The components of the
theory are: the purview (e.g., in generative grammar, a language L understood as a set of sen-
tences and their theoretical descriptions); the premises (e.g., Chomsky’s equating grammaticality
with the intuitive ability of the native speaker to detect well-formedness of sentences in a natural
language; as well as much more basic things, such as accepting the sentence as the sole unit of
description or the principle that a sentence must have a unique representation for each syntactic
reading it might have); the body (e.g., the complete list of rules in the transformational generative
grammar of a language); and the justification statement(s) (e.g., any statements involving Chom-

6. But we have worked on this book for so long that now, on rereading this passage, we can no longer tell
which of us was which. 
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sky’s notions of descriptive and explanatory adequacy of a theory). Figures 6 and 7 illustrate these
notions. 

MethodologyTheory

Theory:
Purview

Premises
Body

Justification

Description

Four components can be defined for a
theory:

� purview circumscribes the applicability
of the theory;

� premises make explicit pretheoretical
assumptions of a theory;

� body contains the actual statements of
the theory; and

� justification is a set of statements of
why the theory is promulgated in its
present form

Phenomena

Figure 11. Components of a theory.

 Figure 12. Relations among the components of a theory.
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2.3.1  Purview
We define the purview (or domain) of a theory, rather a straightforward component, as the set of
phenomena for which the theory is held accountable. For example, one assumes that a semantic
theory will cover all meaning-related phenomena in language unless some of them are explicitly
excluded. If, however, a statement billed as semantic theory is devoted only to a subset of seman-
tics (as done with grammaticalization of meaning in, for instance, Frawley 1992—cf. Raskin
1994), without explicitly declaring this narrower purview, a misunderstanding between the reader
and the author is unavoidable.

In this regard, it seems entirely plausible that some theoretical debates in our field could be ren-
dered unnecessary if only the opponents first clarified the purviews of the theories underlying
their positions. In their review of Pustejovsky (1995), Fodor and Lepore (1998) demonstrated that
the purview of the theory in which they are interested intersects only marginally with the purview
of Pustejovsky’s generative lexicon theory. While Pustejovsky was interested in accounting for a
wide range of lexical-semantic phenomena, his reviewers were content with what has become
known in artificial intelligence as “upper-case semantics” (see McDermott 1978, Wilks 1999)7. 

A recent invocation of the notion of purview can be found in Yngve (1996), where a significant
amount of space is devoted to the argument that all of contemporary linguistics suffers from
“domain confusion.” Yngve takes contemporary linguistics to task for not sharing the purview of
the natural sciences (understood as the set of all observable physical objects) and instead operat-
ing in the “logical” domain of theoretical constructs, such as utterances, sentences, meanings, etc.
rather than strings of sounds, non-linguistic behaviors accompanying those, etc.

In NLP, the purview issue takes a practical turn when a system is designed for a limited sublan-
guage (Raskin 1971, 1974, 1987a,b, 1990, Kittredge and Lehrberger 1982, Grishman and Kit-
tredge 1986, Kittredge 1987). A typical problem is to determine the exact scope of the language
phenomena that the description should cover. The temptation to limit the resources of the system
to the sublanguage and not to account for anything outside it is strong because this approach is
economical. On the other hand, such a narrow focus interferes with a possibility to port the system
to an adjacent or different domain. An overt theoretical position on this issue may help to make
the right choice for the situation.

2.3.2  Premises
We understand a premise essentially as a belief statement which is taken for granted by the theory
and is not addressed in its body. A premise can be a statement like the following: Given a physical
system which cannot be directly observed, if a computational system can be designed such that it
produces the same outputs for the same inputs as the physical system, then the computational sys-
tem must have at least some properties shared with the physical system (cf., e.g., Dennett 1979,
especially, p. 608). This is a formulation of the well-known “black box” model. As all premises,

7. Pustejovsky, in his response to the review (Pustejovsky 1998), commented on the differences in the pre-
mises, but those, even if valid, would be entailed by the much more essential differences in the purview.
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this formulation “may be seen as concerning the most fundamental beliefs scientists as a group
have regarding the nature of reality, as these beliefs are manifest in their scientific endeavors”
(Dilworth 1996:1). The black box premise seems to be a version of the influential concept of
supervenience in the philosophy of science, which, in its psychophysical incarnation, “is the claim
that if something has a mental property at a time... then it has some physical property at that
time..., such that anything with that physical property, at any time..., also has the mental property”
(Zangwill 1996:68, cf. Kim 1993). In the black box premise, it is the cognitive, input-output
manipulation property that is shared between the computational and the physical systems, and the
goal is to determine which of the physical properties of the former, e.g., specific rules, also char-
acterize the latter.

The notion of premise, under various names, has generated a great deal of lively debate in philos-
ophy of science, mostly on the issues of its legitimacy and status vis-a-vis scientific theories. Dil-
worth (1994, 1996) refers to what we call premises as presuppositions or principles and states that
“they cannot have been arrived at through the pursuit of science, but must be, in a definite sense,
pre-scientific, or metascientific” (1996:2). Moody (1993: 2-3) refers to what we call premises as
foundational issues, which he defines as presuppositions of scientific statements, such as “there
are sets” in mathematics.9A crucial point here is that this latter fact should not preclude careful
examination of a theory’s premises. Many philosophers, however, adhere to the belief (which we
consider a non sequitur) that the premises of a theory cannot be rigorously examined specifically
because of their metascientific nature (cf. Davidson 1972; for Yngve, no subject-related premises
are acceptable in the pursuit of any science (1996: 22).

Premises seem to play the same role as axioms in algebraically defined theories, except that the
latter are explicitly stated and, thus, included in the body of the theory. An axiom is the starting
point in truth-preserving derivation of propositions in the body of a theory. A premise participates
in such a derivation implicitly. This is why it is rather difficult to explicate the premises of a the-
ory and why theorists often find this task onerous.

Whether they are explicated or implicit, premises play a very important role in scientific work.
Just as specifying the purview of a theory establishes the boundaries of the phenomena to be
accounted for by that theory, so the premises of a theory determine what questions it should
address and what statements would qualify as satisfactory answers to these questions. In this
sense, premises can be said to define “the rules of the scientific game.” One such important rule is

8. In the philosophy of science, especially of AI, Marr’s (1982) approach to computational modeling of vi-
sion seriously influenced the thinking and writing on computationalism in general, i.e., stages, validity,
and goals of top-down computer models for mental processes and activity, mostly on the strong-AI
premise (cf. Sections 2.4.2.2 and 2.4.3 below). For various foundational issues with the approach, see
Kitcher (1988), Dennett (1991), Horgan and Tienson (1994: 305-307), Hardcastle (1995), Gilman
(1996).

9. “It would be fair to say,” Moody explains (1993: 2), “that the foundations of a discipline are the concepts
and principles most taken for granted in it. In mathematics, for example, a foundational proposition
would be, “There are sets.” The philosopher of mathematics might or might not want to deny this prop-
osition, but would certainly want to ask in a rigorous way what it means.” Setless mathematics is defi-
nitely a possibility, even if it has not and will not be explored, but, as we will see in Section 2.6.2 below,
the computational linguistic premises we have to deal with sound less trivial and impose tough and real
choices for the researcher.
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defining what is meant by completion, closure, or success of a theory. Thus, a scientific theory
based on the black box premise is complete, closed, and successful if it succeeds in proving that at
least some properties of the computational system are shared by the physical system. In the
absence of such a premise, the computational modeling of physical systems would not have a the-
oretical standing.

The need for overt specification of premises became clear to us when we tried to understand what
was funny in the passage from Jaroslav Hasvek’s (1974: 31) “The Good Soldier Svvejk,” where a
mental asylum patient is reported to believe that “inside the globe there was another globe much
bigger than the outer one.” We laughed at the absurdity of the notion because of the unsaid
premise that no object can contain a larger one. Trying to prove the falsity of the original state-
ment, we reduced the problem to the linear case of comparing two radii. At this point, we realized
that no proof was available for the following statement: “when superimposed, a longer line fully
incorporates a shorter line.” This statement seems to be taken for granted in elementary geometry.
This is an example of a premise. It is possible that any premise could in principle be formalized as
an axiom. An axiom is a premise made explicit. And we believe that any theory would profit from
making all of its premises into axioms. 

2.3.3  Body
The body of a theory is a set of its statements, variously referred to as laws, propositions, regular-
ities, theorems or rules. When still unimplemented, the body of a theory amounts to a statement
about the format of the descriptions that are obtainable using this theory. When a theory is imple-
mented, its body is augmented by descriptions. In fact, if one assumes the possibility of attaining
a closure on the set of descriptions licensed by the theory, at the moment when this closure occurs,
the theory loses the need for the format: the body of the theory will simply contain the set of all
the descriptions. This, of course, is a strong idealization for a semantic theory, as the set of all
utterances that may require meaning representation (that is, description) is, like Denny’s restau-
rants, always open. 

An interesting relation exists between the premises and the body of the theory, that between the
ideal and the actual. We agree with Dilworth (1996: 4) that premises (which he terms ‘principles’)
“constitute the core rather than the basis of science in that they are not general self-evident truths
from which particular empirical truths can be formally deduced, but are rather ideal conceptions
of reality which guide scientists’ investigations of actual reality. From this perspective, what
makes a particular activity scientific, is not that the reality it uncovers meets the ideal, but that its
deviation from the ideal is always something to be accounted for.” While the premises of a theory
induce an ideal realization in the body, the actual set of propositions contained in the latter, at any
given time of practical research, accounts only for a part of the ideal reality and in less depth than
the ideal realization expects. Besides being generally true, it has the practical consequence of clar-
ifying the relation between the ideal methodology required by the ideal body and the practical
methodologies developed and applied both in theoretical and especially in applicational work (see
Section 2.5 below). We will also see there that, in the process of description, not only our method-
ologies but also the body of the theory will undergo a change as we improve our guesses concern-
ing the elements of the ideal body.
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2.3.4  Justification
The concern for justification of theories is relatively recent in the scientific enterprise. For centu-
ries, it was accepted without much second thought that direct observation and experiments pro-
vided verification or disproval of scientific hypotheses. It was the logical positivists (see, for
instance, Carnap 1936-1937, 1939, 1950, Tarski 1941, 1956, Reichenbach 1938, Popper 1959,
1972, Hempel 1965, 1966; see also Braithwaite 1955, Achinstein 1968), whose program centrally
included the impetus to separate science from non-science, that carefully defined the notion of
justification and assigned it a pivotal place in the philosophy of science. In fact, it would be fair to
say that the philosophy of science as a field emerged owing to that notion.

Justification is the component of a theory which deals with considerations about the quality of
descriptions and about the choices a theory makes in its premises, purview and body. “How is the
reliability of our knowledge established?” This is a standard question in contemporary scientific
practice. “All theories of justification which pose this question, must divide the body of knowl-
edge into at least two parts: there is the part that requires justification [that is, our premises, pur-
view and body] and there is the part that provides it [that is, our justification]” (Blachowicz
1997:447-448). 

The process of justifying theories intrinsically involves a connection between the realm of theo-
retical statements and the directly observable realm of concrete experiences. The critical and
highly divisive issue concerning justification is the status of unobservable constructs and, hence,
of disciplines outside the traditional natural sciences, that is, fields such as sociology, psychology,
economics, or linguistics, where, even in the best case, empirical observation is available only
partially and is not always accessible. Besides, serious doubts have gradually emerged about the
status of direct observation and its translatability into theoretical statements. An influential opin-
ion from computer science has advocated a broader view of experiment and observation: “Com-
puter science is an empirical discipline. We would have called it an experimental science, but like
astronomy, economics, and geology, some of its unique forms of observation and experience do
not fit a narrow stereotype of the experimental method. Nonetheless, they are experiments” (New-
ell and Simon 1976: 35-36).

First, Popper’s work (1959, 1972) firmly established the negative rather than positive role of
empirical observation. The novelty of the idea that direct observation can only falsify (refute) a
hypothesis (a theory) and never verify (confirm) it had a lasting shocking effect on the scientific
community. The matter got more complicated when Quine (1960, 1970) expressed serious doubts
concerning the feasibility of the related problem of induction, understood as the ability of the
observer to translate direct experience into a set of statements (logical propositions for the positiv-
ists) that constitute scientific theories. Once the logical status of observation was withdrawn, it
has lost its attraction to many philosophers. According to Haack (1997:8), “[a] person’s experi-
ences can stand in causal relation to his belief-states but not in logical relation to the content of
what he believes. Popper, Davidson, Rorty et al. conclude that experience is irrelevant to justifica-
tion”—see, for instance, Popper (1959, 1972), Davidson (1983, 1984, 1987), Rorty (1979,
1991)10; cf. Haack (1993). In other words, direct experience may confirm or disconfirm a per-
son’s belief but does nothing to the set of logical propositions describing his belief system. More-
over, the modern approach to justification “rejects the idea of a pretheoretical observation
vocabulary: rather, it is our scientific theories themselves that tell us, in vocabulary which is inev-
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itably theory-laden, what parts of the world we can observe” (Leeds 1994:187).

What is, then, the status of theoretical constructs and statements which are unobservable in princi-
ple? Orthodox empiricism continues to deny any truth to any such statements (cf. Yngve 1996).
Constructive empiricism (e.g., van Fraassen 1980, 1989) extends a modicum of recognition to the
unobservable, maintaining that “we should believe what our best theories tell us about observ-
ables—that is, about the observable properties of observable objects—by contrast, we should
merely accept what our theories tell us about the in principle unobservable, where accepting a the-
ory amounts to something less than believing it” (Leeds 1994:187). Realists make one step fur-
ther: “The hallmark of realism (at least as Dummett understands it) is the idea that there may be
truths that are even in principle beyond the reach of all our methods of verification” (Bar-On
1996:142; cf. Dummett 1976 and especially 1991).

A moderate hybrid view that has been recently gaining ground combines foundationalism, a mild
version of empiricism, with coherentism, a view that places the whole burden of justification on
the mutual coherence of the logical propositions constituting a theory—see Haack (1993, 1997;
cf. Bonjour 1997). According to this view, a scientific theory consists of two kinds of proposi-
tions: those that can be verified empirically and those which are unverifiable in principle. The
former are justified in the empiricist way. The latter, on the ground of their internal coherence as
well as their coherence with the empirically justified propositions.11 And all the propositions, no
matter how they are justified, enjoy equal status with regard to the truth they express. 

The dethroning of empirical observation as the privileged method of justification reaches its apo-
gee in the view that the depth and maturation of every science requires the introduction and prolif-
eration of an increasingly elaborate system of unobservable theoretical concepts. This view has
even been applied to physics, a traditional playground of the philosophy of science. The extent to
which a science is sophisticated and useful is measured in its success to move “from data pack-
ages to phenomenological hypotheses, to mechanism hypotheses,” (Bunge 1968:126-127) where
the last depend entirely on a complex hierarchy of untestable theoretical concepts. 

How is justification handled in current efforts in linguistics and natural language processing?
There is a single standard justification tool, and it is Popperian in that it is used to falsify theories.
Not only is this tool used as negative justification; surprisingly, it also serves as a de facto impetus
to improve theories. We will explain what we mean here on an example. In generative grammar, a
proposed grammar for a natural language is called descriptively adequate if every string it gener-
ates is judged by the native speaker as well-formed, and if it generates all such strings and nothing
but such strings. A grammar is a set of formal rules. Standard practice to make a contribution in
the field is to find evidence (usually, a single counterexample) in language that the application of
a rule in a grammar may lead to an ill-formed string. This finding is understood as refutation of
the grammar which contains such a rule. The next step, then, is to propose a modification or sub-
stitution of the offending rule with another rule or rules which avoids this pitfall. An extension of
this principle beyond purely grammatical well-formedness as a basis of justification to include

10. This group of “anti-experientialists” is not homogeneous: Rorty stands out as accused of an attempt “to
discredit, or to replace, the whole analytical enterprise” (Strawson 1993), something neither Popper nor
Davidson are usually charged with.
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presupposition, coherency, and context was tentatively suggested in Raskin (1977b—see also
1979, 1985, and Section 6.1).

The Popperian justification tool for linguistics leaves much to be desired. First of all, it is best
suited to address a single rule (phenomenon) in isolation. This makes the application of the tool a
lengthy and impractical procedure for the justification of an entire grammar. Secondly, according
to at least one view in the philosophy of language, “justification is gradational” (Haack 1997:7)
and must, therefore, allow for quality judgments, that is, for deeming a theory better than another
rather than accepting or rejecting an individual theory. On this view, the above tool is not a legiti-
mate justification tool. 

Little has been written on the issue of justification in linguistics. It is not surprising, therefore, that
in the absence of a realistic set of justification criteria, the esthetic criteria of simplicity, elegance
and parsimony of description were imported into linguistics by Chomsky, apparently, from a mix-
ture of logic and the philosophy of science, (1957: 53-56; 1965: 37-40) and thereafter widely used
to support judgments about grammars. Moreover, once these notions were established in linguis-
tics, they received a narrow interpretation: simplicity is usually measured by the number of rules
in a grammar (the fewer rules, the simpler the grammar), while brevity of a rule has been inter-
preted as the measure of the grammar’s elegance (the shorter the rule, the more elegant the the-
ory).12 Parsimony has been interpreted as resistance to introducing new categories into a
grammar.13

2.4 Parameters of Linguistic Semantic Theories

In this section, we attempt to sketch the conceptual space within which all linguistic semantic the-
ories can be positioned. This space is composed of diverse parameters. Each theory can be charac-

11. Chomsky assumes a similar position as early as Syntactic Structures (1957: 49) without any indication
that this is a very controversial issue: “A grammar of the language L is essentially a theory of L,” he
writes. “Any scientific theory is based on a finite number of observations, and it seeks to relate the ob-
served phenomena and to predict new phenomena by constructing general laws in terms of hypothetical
constructs such as (in physics, for example) “mass” and “electron.” Similarly, a grammar of English is
based on a finite corpus of utterances (observations), and it will contain certain grammatical rules (laws)
stated in terms of particular phonemes, phrases, etc., of English (hypothetical constructs). These rules
express structural relations among the sentences of the corpus and the indefinite number of sentences
generated by the grammar beyond the corpus (predictions). Our problem is to develop and clarify the
criteria for selecting the correct grammar for each language, that is, the correct theory of this language.”
But Chomsky took his position much further by letting the theory itself decide certain matters of reality:
“Notice that in order to set the aims of grammar significantly it is sufficient to assume a partial knowl-
edge of sentences and non-sentences. That is, we may assume for this discussion that certain sequences
of phonemes are definitely sentences, and that certain other sequences are definitely non-sentences. In
intermediate cases we shall be prepared to let the grammar itself decide, when the grammar is set up in
the simplest way so that it includes the clear sentences and excludes the clear non-sentences” (op. cit.:
13-14). If this sounds too radical—letting a theory decide if a string is a sentence or not, which is a mat-
ter of empirical fact for the speaker—he defers to an authoritative source: “To use Quine’s formulation,
a linguistic theory will give a general explanation for what ‘could’ be in language on the basis of ‘what
is plus simplicity of the laws whereby we describe and extrapolate what is’ (... Quine [1953:] 54)” (op.
cit.: 14fn.). Chomsky’s position on justification has never changed, largely because the issue itself was
essentially abandoned by him after 1965.
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terized by a particular set of parameter values. This provides each theory with a perspective on a
number of choices made in it. This exercise is helpful because, in building theories (as, we should
add, in everything else, too), people tend to make many choices unconsciously and to be often
unaware of their existence. Awareness of one’s options is a good start toward creating better theo-
ries. Creating the choice space for theories in natural sciences is a job for the philosophy of sci-
ence. For linguistic theories, it is, therefore, the responsibility for the philosophy of linguistics. 

We will list a number of dimensions, parameters and values for characterizing and comparing
semantic theories. The parameters can be grouped somewhat loosely along a variety of dimen-
sions, namely, “related to theory itself,” “related to methodology induced by the theory,” “related
to status as model of human behavior” (e.g., mind, language behavior, etc.), “related to internal
organization” (e.g., microtheories).

2.4.1  Parameters Related to Theory Proper
In this section, we focus on the theoretical parameters of adequacy, effectiveness, explicitness,
formality, and ambiguity.

2.4.1.1  Adequacy
A theory is adequate if it provides an accurate account of all the phenomena in its purview. Ade-
quacy can be informally gauged through introspection, by thinking, to take an example of linguis-
tics, of additional language phenomena that a particular theory should cover. It can be established
rule by rule using the standard linguistic justification tool discussed in Section 3.4 above. There is
an additional mechanical test for adequacy in computational linguistics, namely determining
whether a description helps to solve a particular problem, such as figuring out syntactic dependen-
cies inside a noun phrase. As demonstrated by Popper’s (1959, 1972; see also Section 2.3.4
above), it is much easier to demonstrate that a theory is inadequate than to establish its adequacy. 

Our definition of adequacy refers to an ideal case. As mentioned in Section 2.3.3 above, linguistic
theories are never quite complete (as a simple example, consider that no dictionary of any lan-

12. This is, of course, a rather cavalier use of the very complex and controversial category. Chomsky does
not refer to a vast field of study with regard to the category—see, for instance, Popper (1959—cf. Si-
mon 1968: 453), Good (1969) (recanted in Good 1983), Rosenkrantz (1976), and especially Sober
(1975). According to Richmond (1996), simplicity was attempted to be explained by these authors in
terms of the equally complex categories of familiarity and falsifiability, content, likelihood, and relative
informativeness.

13. Especially in applications but to some degree also in theoretical work, one must be careful not to yield to
the temptation to “show one’s ingenuity” by introducing properties, categories and relations that might
be descriptively adequate but that are not necessary for description. Such a proliferation of terms is gen-
erally typical of structuralist work, from which the concern of both the generative and computational
approaches about the use of each category in a rule or an algorithm is typically missing—for a contem-
porary structuralist example (see Mel’cvuk 1997, 1998). An example of the use of parsimony in transfor-
mational grammar (most influentially, perhaps, Postal 1971) has been the long practice of never
introducing a new transformational rule for describing a phenomenon unless that rule could be indepen-
dently motivated by its applicability to a different class of phenomena. In our own work, we discovered
that the distinction between the attributive and predicative use of adjectives, widely considered essen-
tial, has no bearing on a theory of adjectival meaning and should not therefore be included in it (for de-
tails, see Raskin and Nirenburg 1995, 1998)—for lack of any independent motivation.
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guage can guarantee that it includes every word in the language). In practice, the parameter of
adequacy is applied to theories which have accounted correctly for the phenomena they have cov-
ered, i.e., for their purviews. One can only hope that the theory will remain adequate as it extends
its purview to include new phenomena. 

2.4.1.2  Effectiveness
We will call a theory effective if we can show that there exists, in principle, a methodology for its
implementation. We will call a theory constructive if a methodology can be proposed that would
lead to an implementation of a theory in finite time.14 Let us first illustrate the above distinction
as it pertains not to a linguistic theory but to a readily formalizable theory describing the game of
chess. We will discuss this problem in our own terms and not those familiar from game theory.
For our purposes here, we will use the game of chess as an objective phenomenon for which theo-
ries can be propounded.15 Theories that can be proposed for chess include the following three
competing ones: “White always wins,” “Black always wins,” or “Neither White or Black neces-
sarily wins.” An early theorem in game theory proves that the first of these theories is, in fact, the
correct one, namely that there is a winning strategy for White. This means several important
things: first, that it is possible, in principle, to construct an algorithm for determining which move
White must make at every step of the game; second, because the number of possible board posi-
tions is finite (though very large), this algorithm is finite, that is, it will halt (there is a rule in chess
that says that if a position repeats three times, the game is a draw); third, this algorithm has never
been fully developed. Mathematical logic has developed terminology to describe situations of this
kind: the first fact above makes the theory that White always wins decidable (alternatively, one
can say that the problem of chess is solvable for White). The third fact says that this theory has not
been proven computable. 

The following is a formal definition of decidability of a theory or of the solvability of a problem
in it: “The study of decidability involves trying to establish, for a given mathematical theory T, or
a given problem P, the existence of a decision algorithm AL which will accomplish the following
task. Given a sentence A expressed in the language of T, the algorithm AL will determine whether
A is true in T, i.e., whether A∈  Τ. Ιn the case of a problem P, given an instance I of the problem P,
the algorithm AL will produce the correct answer for this instance. Depending on the problem P,
the answer may be “yes” or “no”, an integer, etc. If such an algorithm does exist, then we shall
variously say that the decision problem of T or P is solvable, or that the theory T is decidable, or
simply that the problem P is solvable. Of AL we shall say that it is a decision procedure for T or
P” (Rabin 1977: 596; see also Uspenskiy 1960 on the related concepts of decidable and solvable
sets).

Establishing the existence of the algorithm and actually computing it are, however, different mat-
ters: the mere existence of the algorithm makes the theory decidable; the actual demonstration of

14. The notion of finiteness brings up the dimension of theory implementation within given resources. We
will discuss this issue in detail in Section 2.5 below.

15. Searle (1969) denies chess the status of objective reality because, unlike natural phenomena whose laws
may be discovered, chess is a constructed phenomenon “constituted” by its rules. For our purposes, this
distinction is immaterial; see a more detailed discussion of the relation of linguistic theories to reality in
Nirenburg and Raskin (1996).
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the algorithm makes it computable. There is also the matter of practical, as opposed to theoreti-
cal, decidability (and computability): “[w]ork of Fischer, Meyer, Rabin, and others has... shown
that many theories, even though decidable, are from the practical point of view undecidable
because any decision algorithm would require a practically impossible number of computation
steps” (Rabin 1977: 59916). The above pertains to the second fact about the theory that White
always wins: in some cases, the decision algorithm for a theory is infinite, that is, it does not halt;
this is not the case of the chess theory in question; however, this may not make this theory practi-
cally decidable—or machine tractable—because the complexity requirements of the decision
algorithm may exceed any available computational resources.17

The logical notions of decidability and computability work well for the example of chess but are
not applicable, as defined, to linguistic theory, because language is not, strictly speaking, a mathe-
matical system. It is precisely because of the fact that linguistic theories cannot be completely and
neatly formalized that we first introduced the concepts of effectiveness and constructiveness to
avoid using the more narrowly defined parallel pair of terms ‘decidability’ and ‘computability,’
respectively, outside of their intended mathematical purview. Many of the procedures used in
developing linguistic theories are, therefore, difficult to automate fully. For example, in ontologi-
cal semantics, description (namely, the acquisition of static and dynamic knowledge sources) is
semi-automatic in a well-defined and constraining sense of using human intuition (Mahesh 1996,
Viegas and Raskin 1998—see also Section 2.5 below). The human acquirers are assisted in their
work by specially designed training materials. These materials contain guidance of at least two
kinds, how to use the tools and how to make decisions. Statements about the latter provide a very
good example of the part of the theory which is not formal. 

Contemporary linguistic theories aspire to exclude any recourse to human participation except as
a source of typically uncollected judgments about the grammaticality of sentences. But there is a
steep price to pay for this aspiration to full formality, and this statement seems to hold for compu-
tational linguistics as well. It is fair to say that, to-date, fully formalizable theories have uniformly
been of limited purview. Formal semantics is a good example: in it, anything that is not formaliz-
able is, methodologically appropriately, defined out of the purview of the theory (Heim and
Kratzer 1998 is a recent example, but see also Frawley 1992; cf. Raskin 1994): for example, the
study of quantification, which lends itself to formalization, has been a central topic in formal
semantics, while word sense definition that resists strict formalization is delegated to a sister dis-
cipline, lexical semantics. The proponents of full formalization inside lexical semantics continue
with the purview-constraining practices in order to remain fully formal. In contrast, still other lin-
guistic theories, ontological semantics among them, have premises that posit the priority of phe-
nomenon coverage over formalization in cases of conflict; in other words, such theories decline to
limit their purview to fit a preferred method. 

These not entirely formal18 theories would benefit the most from a study of the practical conse-
quences of their being constructive; effective but not constructive, or neither effective nor con-

16. For early seminal work on (un)decidability, see Tarski (1953). For further discussion, see Ackermann
(1968) and Gill (1990). On computability, see a good recent summary in Ershov (1996). On constructi-
bility, very pertinently to our effectiveness, see Mostowski (1969) and Devlin (1984). On decidability in
natural language, cf. Wilks (1971).
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structive.

Ontological semantics can be presented as a theory producing descriptions of the form MS =
TMRS, i.e., the meaning M of a sentence S in a natural language L, e.g., English, is represented by
a particular formal text-meaning representation (TMR) expression. In each implementation of
ontological semantics, there is an algorithm, the analyzer, for determining the truth of each
expression in the above format: it does that by generating, for each sentence, its unique TMR.
This establishes the constructiveness of the theory (as well as its effectiveness) post hoc, as it
were. We will discuss what, if anything, to do with a theory which is known not to be constructive
in 2.4.2.1 below.

2.4.1.3  Explicitness
Theories overtly committed to accounting in full for all of their components are explicit theories.
In Section 2.6 below, we illustrate this parameter on the specific example of ontological seman-
tics. Explicitness has its limits. In a manner akin to justification, discussed above, and all other
components and parameters of theories, explicitness is “gradational.” Somewhat similarly to the
situation with adequacy, explicitness is an ideal notion. A theory which strives to explicate all of
its premises, for instance, can never guarantee that it has discovered all of them—but we believe
that, both theoretically and practically, one must keep trying to achieve just that; this is, basically,
what this chapter is about.

17. Will, for instance, a syntactic analyzer based on Chomsky’s transformational grammar (TG) be tracta-
ble? For the sake of simplicity, let us assume its output for each sentence to be a representation, with
each constituent phrase bracketed and labeled by the rules that generated the phrase. The input to the an-
alyzer will be simply a string of words, and the analyzer will have to insert the parentheses and labels. Is
it computable? It is, but only for grammatical sentences. If the string is ungrammatical, the algorithm
will never find a sequence of rules, no matter how long, that will generate the string and will continue to
attempt the derivation indefinitely. The uncomputability of the system, if not supplied with an external
halting condition, is the killing argument against the TG formalism as the basis for computational syn-
tactic analysis (parsing). Apparently, no such halting condition could be formulated, so a high-powered
effort to develop such an analyzer for TG failed (see about the MITRE project in Zwicky et al. 1965 and
Friedman 1971), as did, in fact, a similar effort with regard to Montague grammars (Hobbs and Rosen-
schein 1977, Friedman et al. 1978a,b, Hirst 1983, 1987; cf. Raskin 1990: 117). In fact, a kind of natural
selection occurred early on, when NLP systems started selecting simpler and possibly less adequate
grammatical models as their syntactic bases (see, for instance, Winograd 1971, which deliberately uses
a simplified version of systemic grammar—see Berry 1975, 1977, Halliday 1983; cf. Halliday 1985—
rather than any version of transformational grammar), and later, several more tractable and NLP-friend-
ly approaches, such as head phrase structure grammar (Pollard 1984, Pollard and Sag 1994), tree-ad-
joining grammars (Joshi et al. 1975, Joshi 1985, Weir et al. 1986), or unification grammars (Kay 1985,
Shieber 1986) were developed. NLP-friendliness does not mean just an aspect of formality—it has also
to do with literal friendliness: Chomsky’s open hostility to computation in linguistics as manifested
most publicly in “The Great Debate,” aka “the Sloan money battle,” mostly by proxy, between Chom-
sky and Roger Schank (Dresher and Hornstein 1976, 1977a,b, Schank and Wilensky 1977, Winograd
1977; for a personal memoir, see Lehnert 1994: 148ff; for a related discussion, see Nirenburg 1986), has
contributed greatly to the practical exclusion of Chomsky’s grammars, from standard theory (Chomsky
1965) to extended standard theory (Chomsky 1971) to traces (Chomsky 1973) to government and bind-
ing and principles and parameters (Chomsky 1981) and, most recently, to the minimalist position
(Chomsky 1995). 
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2.4.1.4  Formality and Formalism
A theory can be formal in two senses. Formality may mean completeness, non-contradictoriness
and logically correct argumentation. It may also refer to the use of a mathematical formalism. The
two senses are independent: thus, a theory may be formal in both senses, in either sense, or in nei-
ther. 

Formality in the second sense usually means a direct application of a version of mathematical
logic, with its axiomatic definitions, theorems, in short, all its well-established formal derivation
machinery, to a particular set of phenomena.19 The formalism helps establish consistency of the
set of statements about the phenomena. It also establishes relations of equivalence, similarity,
proximity, etc., among terms or combinations of terms and through this, among the phenomena
from the purview of the theory that the logic formalizes. This may result in the imposition of dis-
tinctions and relations on the phenomena which are not intuitively clear or meaningful. Wilks
(1982: 495) has correctly characterized the attempts to supply semantics for the formalism in
order to apply it to NLP, as an “appeal to external authority: the Tarskian semantics of denotations
and truth conditions for some suitably augmented version of the predicate calculus (Hayes, 1974;
McDermott, 1978).”

A danger of strict adherence to formality in the sense of formalism is the natural desire to remove
from theoretical considerations phenomena which do not lend themselves to formalization using
the formal language of description. This, in turn, leads to modifications in the purview of a theory
and can be considered a natural operation. Indeed, modern science is usually traced back to Gali-
leo and Newton, who made a departure from the then prevalent philosophical canon in that they
restricted the purview of their theories to, very roughly, laws of motion of physical bodies for the
former and physical forces for the latter. By doing so, they were able to make what we now accept
as scientific statements about their purviews. The crucial issue is the ultimate utility of their theo-
ries, even if their purviews were narrower than those of other scholarly endeavors. 

18. The issue of computation on the basis of a theory which is not completely formal is very complex. The
content of Nirenburg and Raskin (1996), Mahesh (1996), and Viegas and Raskin (1998) can be consid-
ered as a case study and illustration of this issue. 

19. Quine (1994: 144) puts it very simply and categorically: “On the philosophical side, the regimentation
embodied in predicate logic has also brought illumination quite apart from the technology of deduction.
It imposes a new and simple syntax on our whole language, insofar as our logic is to apply. Stripped
down to the austere economy that I first described for predicate logic, our simple new syntax is as fol-
lows. The parts of speech are: (1) the truth-functional connective, (2) the universal quantifier, (3) vari-
ables, and (4) atomic predicates of one and more places. The syntactic constructions are: (1) application
of a predicate to the appropriate number of variables to form a sentence; (2) prefixture of a quantifier,
with its variable, to a sentence; and (3) joining sentences by the truth-functional connective and the ad-
justing parentheses. I hesitate to claim that this syntax, so trim and clear, can accommodate in transla-
tion all cognitive discourse. I can say, however, that no theory is fully clear to me unless I can see how
this syntax would accommodate it. In particular, all of pure classical mathematics can be thus accom-
modated. This is putting it mildly. The work of Whitehead and Russell and their predecessors and suc-
cessors shows that the described syntax together with a single two-place predicate by way of
extra-logical vocabulary, namely the ‘e’ of class membership, suffices in principle for it all. Even ‘=’ is
not needed; it can be paraphrased in terms of ‘e’.”
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Turning back to our own case, we must consider the trade-off in computational linguistics
between limiting the purview of a theory and keeping it potentially useful. Our own attempts to
alleviate this tension have found their expression in the concept of microtheories (see Chapter 1,
also see, for instance, Raskin and Nirenburg 1995), though that, in turn, leads to the still open
issue of how, if this is at all possible, to make these microtheories coexist without contradictions.

In an alternative approach, formalism is not the impetus for description but rather plays a support-
ing role in recording meaningful statements about the phenomena in the purview of the theory. In
other words, in this approach, content is primary and formalism, secondary. Ontological seman-
tics has been developed on this principle. There is room for formalism in it: TMRs are completely
formal, because they are defined syntactically using an explicit grammar, represented in Backus-
Naur form (BNF) and semantically by reference to a constructed ontology. The TMR formalism
has been determined by the content of the material that must be described and by the goals of the
implementations of ontological semantics. In an important sense, the difference between the two
approaches is similar to that between imposing the formalism of mathematical logic on natural
language and the short-lived attempts to discover “natural logic” the “inherent” logic underlying
natural language (McCawley 1972, Lakoff 1972). While natural logic was never developed or
applied, it provided an important impetus for our own work by helping us to understand that for-
mality is independent of a formalism. In this light, we see the structures of ontological semantics
as expressing what the natural logic movement could and should have contributed. 

Going back to that first sense of formality, we effectively declare it a necessary condition for a
theory and do not consider here any theories that do not aspire to be formal in that sense. In prac-
tice, this kind of formality means, among other things, that all terms have a single meaning
throughout the theory, that there can be no disagreement among the various users about the mean-
ing of a term or a statement, that each phenomenon in the purview is characterized by a term or a
statement, and that every inference from a statement conforms to one of the rules (e.g., modus
ponens) from a well-defined set. 

We believe that the best result with regard to formality is achieved by some combination of for-
malism importation and formalism development. For instance, an imported formalism can be
extended and modified to better fit the material. It might be said that this is how a variety of spe-
cialized logics (erotetic logic, modal logic, deontic logic, multivalued logic, fuzzy logic, etc.)
have come into being. Each of these extended the purview of logic from indicative declarative
utterances to questions, modalities, expressions of necessity, etc. 

The idea of importing a powerful tool, such as a logic, has always been very tempting. However,
logical semantics was faulted by Bar Hillel, himself a prominent logician and philosopher, for its
primary focus on describing artificial languages. Bar Hillel believed that treatment of meaning
can only be based on a system of logic: first, because, for him, only hypotheses formulated as log-
ical theories had any scientific status and, second, because he believed that inference rules neces-
sary, for instance, for machine translation, could only be based on logic. At the same time, he
considered such logical systems unattainable because, in his opinion, they could not work
directly on natural language, using instead one of a number of artificial logical notations. “...The
evaluation of arguments presented in a natural language should have been one of the major wor-
ries... of logic since its beginnings. However,... the actual development of formal logic took a dif-
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ferent course. It seems that... the almost general attitude of all formal logicians was to regard such
an evaluation process as a two-stage affair. In the first stage, the original language formulation
had to be rephrased, without loss, in a normalized idiom, while in the second stage, these normal-
ized formulations would be put through the grindstone of the formal logic evaluator.... Without
substantial progress in the first stage even the incredible progress made by mathematical logic in
our time will not help us much in solving our total problem” (Bar Hillel 1970: 202-203).

2.4.1.5  Ambiguity
This parameter deals with the following issue: Does the theory license equivalent (synonymous,
periphrastic) descriptions of the same objects? On the one hand, it is simpler and therefore more
elegant to allow a single description for each phenomenon in the purview, in which case the issue
of alternative descriptions and their comparison simply does not arise. However enticing this pol-
icy might be, it is difficult to enforce in practice. On the other hand, the same phenomenon may be
described in a more or less detailed way, thus leading to alternative descriptions differing in their
grain size, which may be advantageous in special circumstances. The presence of alternative
descriptions may, in fact, be helpful in an application: for instance, in machine translation, it may
be desirable to have alternative descriptions of text meaning, because one of them may be easier
for the generator to use in synthesizing the target text. From the point of view of a natural lan-
guage sentence, the fact that it can be represented as two different TMRs is ambiguity. As far as
TMRs are concerned, it is, of course, synonymy. As we will demonstrate in Section 6.6, the extant
implementations of ontological semantics have never consciously allowed for TMR synonymy.

2.4.2  Parameters Related to the Methodology Associated with a Theory

2.4.2.1  Methodology and Linguistic Theory
Issues related to methodology in linguistic theory have been largely neglected, in part, due to
Chomsky’s (1957: 50-53; 1965: 18-20) belief that no rigorous procedure of theory discovery was
possible in principle and that methodological decisions involved in that activity were attained
through trial and error and taking into account prior experience. What happens in the implementa-
tion of the linguistic theory methodologically apparently depends on its value on the parameter of
effectiveness. In constructive theories, the methodological task is to see whether the ideal method-
ology which “comes with” a theory is executable directly or whether it should be replaced by a
more efficient methodology. In linguistics, most constructive theories have relatively small pur-
views and simple bodies. A simplistic example, for illustration purposes only, would be a theory
of feature composition (say, 24 features) for the phonemes (say, 50 in number) of a natural lan-
guage. 

Most linguistic theories, however, are non-constructive and often ineffective, that is, there is no
obvious algorithm for their realization, that is, for generating descriptions associated with the the-
ory. Typically, methodological activity in such theories involves the search for a single rule to
account for a phenomenon under consideration. After such a rule, say, that for cliticization, is for-
mulated on a limited material, for instance, one natural language, it is applied to a larger set of
similar phenomena, for instance, the clitics in other natural languages. Eventually, the rule is
modified, improved and accepted. Inevitably, in every known instance of this method at work, a
hard residue of phenomena remains that cannot be accounted for by even the modified and
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improved rule. More seriously, however, the work on the rule in question never concerns itself
with connecting to rules describing adjacent phenomena, thus precluding any comprehensive
description of language. This amounts to neoatomicism: one rule at a time instead of the pre-
structuralist one phenomenon at a time. The expectation in such an approach is that all the other
rules in language will fall in somehow with the one being described, an expectation never actually
confirmed in an implementation. This is why in its own implementations ontological semantics
develops microtheries, no matter how limited in purview, which are informed by the need to inte-
grate them for the purpose of achieving a complete description. 

In principle, linguistic theories profess to strive to produce complete descriptions of all the data in
their purview. In practice, however, corners are cut—not that we are against or above cutting cor-
ners (e.g., under the banner of grain size); but they should be the appropriate corners, and they
must not be too numerous. When faced with the abovementioned hard residue of data that does
not lend itself to processing by the rule system proposed for the phenomenon in question, linguists
typically use one of two general strategies. One is to focus on treating this hard residue at the
expense of the “ordinary case.” (The latter is assumed, gratuitously, to have been described
fully.)20 The other strategy is to discard the hard residue: by either declaring it out of the purview
of the theory or by treating the incompleteness of the set of theoretical rules as methodologically
acceptable. This latter option results in the ubiquity of etceteras at the end of rule sets or even lists
of values of individual phenomena in many linguistic descriptions. 

Our experience has shown that focusing on borderline and exceptional cases often leaves the ordi-
nary case underdescribed. Thus, for instance, in the literature on adjectival semantics, much atten-
tion has been paid to the phenomenon of relative adjectives developing a secondary qualitative
meaning (e.g., wooden (table) > wooden (smile)). The number of such shifts in any language is
limited. At the same time, as shown in Raskin and Nirenburg (1995), the scalar adjectives, which
constitute one of the largest classes of adjectives in any language, are not described in literature
much beyond an occasional statement that they are scalar.

Describing the ordinary case becomes less important when the preferred model of scientific
progress in linguistics stresses incremental improvement by focusing on one rule at a time. Excep-
tions to rules can, of course, be simply enumerated, with their properties described separately for
each case. This way of describing data is known as extensional definition. The complementary
way of describing data through rules is known as intensional. Intensional definitions are seen by
theoretical linguists as more valuable because they promise to cover several phenomena in one
go. In discussing the relations between theories, methodologies and applications, we will show
that the best methodology for a practical application should judiciously combine the intensional
and extensional approach, so as to minimize resource expenditure (see Section 2.5 below).

20.  This methodological bias is not limited to linguistics. It was for a very similar transgression that Bar Hil-
lel criticized the methodology of logical semanticists: they unduly constrain their purview, and within
that limited purview, concentrate primarily on exceptions: “One major prejudice... is the tendency to as-
sign truth values to indicative sentences in natural languages and to look at those cases where such a
procedure seems to be somehow wrong...” (Bar Hillel 1970: 203).
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2.4.2.2  Methodology and AI
The somewhat shaky status of methodology in linguistic theory is an example of what can be
termed a “subject-specific methodological problem” (Pandit 1991: 167-168). In AI, the other par-
ent of NLP, we find modeling as the only methodological verity in the discipline. Under the
“strong AI thesis” (we will use the formulation by the philosopher John Searle 1980: 353; see also
Searle 1982a; cf. Searle 1997), “the appropriately programmed computer really is a mind, in the
sense that computers given the right programs can be literally said to understand and have other
cognitive states,” a claim that Searle ascribes to Turing (1950) and that forms the basis of the Tur-
ing Test. We agree with Moody (1993: 79), that “[i]t is an open question whether strong AI really
does represent a commitment of most or many researchers in AI” (see also 2.4.3 below). 

So instead of modeling the mind itself, under the “weak AI thesis” “the study of the mind can be
advanced by developing and studying computer models of various mental processes” (Moody,
1993: 79-80). We part company with Moody, however, when he continues that “[a]lthough weak
AI is of considerable methodological interest in cognitive science, it is not of much philosophical
interest” (op.cit.: 80). The whole point of this chapter is to show how the philosophical, founda-
tional approach to NLP, viewed as a form of weak AI, enhances and enriches its practice.21 

2.4.2.3  Methodology and the Philosophy of Science
The philosophy of science does not have that much to say about the methodology of science.
What is of general philosophical interest as far as methodological issues are concerned is the most
abstract considerations about directions or goals of scientific research. Dilworth (1994: 50-51 and
68-70), for instance, shows how immediately and intricately methodology is connected to and
determined by ontology: without understanding how things are in the field of research it is impos-
sible to understand what to do in order to advance the field. At this abstract level, the questions
that are addressed in the philosophy of science are, typically, the essentialist “‘what-questions’
and explanatory-seeking ‘why-questions’’’ (Pandit, 1991: 100), but not the how-questions that we
will address in the next section and again in Section 2.5 below.

2.4.2.4  Methodology of Discovery: Heuristics
One crucial kind of how-questions, still of a rather abstract nature, has to do with discovery. In
theoretical linguistics this may be posed as the problem of grammar discovery: given a set of
grammatical data, e.g., a corpus, one sets out to discover a grammar that fits the data. Chomsky
(1957) denies the possibility of achieving this goal formally. AI seems similarly sceptical about
automatic discovery, not only of theory but even of heuristics: “[t]he history of Artificial Intelli-
gence shows us that heuristics are difficult to delineate in a clear-cut manner and that the conver-
gence of ideas about their nature is very slow” (Groner et al., 1983b: 16).

Variously described, as “rules of thumb and bits of knowledge, useful (though not guaranteed) for
making various selections and evaluations” (Newell, 1983: 210), “strategic principles of demon-

21. We understand what Moody means by “philosophical interest,” however. On the one hand, it is the fasci-
nating if still tentative philosophy of the mind (see, for instance, Simon 1979, 1989, Fodor 1990, 1994,
Jackendoff 1994); on the other, it is the recurring fashion for imagination-stimulating, science fiction-
inspired punditry in the media about robots and thinking machines and the philosophical ramifications
of their future existence.



Page 56

strated usefulness” (Moody, 1993: 105), or—more specifically—in knowledge engineering for
expert systems (see, for instance, Mitchie 1979, Forsyth and Rada 1986, Durkin 1994, Stefik
1995, Awad 1996, Wagner 1998), “the informal judgmental rules that guide [the expert],” (Lenat
1983: 352), heuristics seem to be tools for the discovery of new knowledge. Over the centuries,
they have been considered and presented as important road signs guiding human intelligence.

Heuristics as the art, or science, of discovery (and, therefore, used in the singular) is viewed as
originating with Plato or even the Pythagoreans, who preceded him in the 6th century B.C.E. The
field eventually concentrated on two major concepts, analysis and synthesis. The method of anal-
ysis prescribed the dissection of a problem, recursively, if necessary, into smaller and, eventually,
familiar elements. Synthesis combined familiar elements to form a solution for a new problem. It
is not so hard to recognize in these the contemporary top-down and bottom-up, or deductive and
inductive, empirical approaches.

Later, heuristics was appropriated by mathematics and turned into a search for algorithms. Des-
cartes (1908, see also Groner et al. 1983a and D. Attardo 1996) finalized this conception as 21
major heuristic rules applicable to problems presented algebraically. His more general heuristic
recommendations call for a careful study of the problem until clear understanding is achieved, the
use of the senses, memory, and imagination, and a great deal of practice, solving problems that
have already been solved by others.

More recently, heuristics has been adopted by the philosophy of science and has become more
openly subject-specific than its new parent discipline: there are the heuristics of physics (e.g.,
Bolzano 1930, Zwicky 1957, 1966, Bunge 1967, Post 1971), psychology (e.g., Mayer and Orth
1901, Bühler 1907, and Müller 1911, all of the Würzburg School, as well as Selz 1935 and, most
influentially, Duncker 1935), and, of course, mathematics, where Descartes was revived and
Polya’s work (1945, 1954a,b, 1962, 1965) became influential if not definitive.

Newell (1983) brought Polya to the attention of the AI community and suggested that AI should
model the four major problem solving steps that Polya postulated—understanding the problem,
devising a plan, carrying it out, and examining solutions (see Polya 1945 and Newell 1983:
203)—in automatic systems of discovery and learning.22 The heuristics of other disciplines look
very much like Polya’s recommendations. They helpfully dissect a potentially complex problem
into small steps. They all fall short of explaining specifically, other than with the help of exam-
ples, how the dissection should be implemented and how each step is to be performed. It was this
aspect of heuristics that led Leibniz (1880) to criticizing Descartes and satirizing his rules that
were too general to be useful: Sume quod debes et operare ut debes, et habebis quod optas (“Take

22. A considerable amount of interesting contributions in AI heuristics (see Zanakis et al. 1989 for an early
survey) developed Newell and Simon’s general ideas on problem solving (Newell and Simon 1961,
Newell et al. 1958, Newell and Simon 1972, Simon 1977, 1983), from automating discovery strategy in
largely mathematical toy domains (e.g., Lenat 1982, 1983) to a densely populated area of heuristic
search techniques (e.g., Lawler and Wood 1966, Nilsson 1971, Pearl 1984, Reeves 1993, Rayward-
Smith 1995) to considerable initial progress in automatic theorem solving (see, for instance, Gelernter
and Rochester 1958, Gelernter 1959, 1963, Gelernter et al. 1963) and machine learning (see, for in-
stance, Forsyth and Rada 1986, Shavlik and Dietterich 1990, Kearns and Vazirani 1994, Langley 1996,
Mitchell 1997).
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what you have to take, and work the way you have to, and you will get what you are looking for”)
(Vol. IV: 329; see also Groner et al. 1983b: 6).

2.4.2.5  Practical Skills and Tools as Part of Methodology
While the idea of heuristics has considerable appeal, we have to doubt its practical usefulness on
at least two counts. First, our personal problem-solving experience seems to suggest that after the
work is done it is not hard to identify, post-hoc, some of Polya’s steps in the way the solutions
were reached.23 In the process of solving the problems, however, we were not aware of these
steps nor of following them. Nor, to be fair, were we aware of operating combinatorially Leibniz’s
“alphabet of human thoughts,” the basis of his “generative lexicon” of all known and new ideas
(see, for instance, his 1880, Vol. I: 57 as well as Groner et al. 1983b: 6-7). Nor did we count a
great deal on insights, leading to a sudden and definitively helpful reorganization of a problem (cf.
Köhler 1921, Wertheimer 1945).

We do see pedagogical value in Polya’s and others’ heuristics but we also realize, on the basis of
our own experiences as students and teachers, that one cannot learn to do one’s trade by heuristics
alone. If we look at the few examples of linguistic work on heuristics, we discover, along with
attempts to apply general heuristics to the specific field of language (Botha 1981, Pericliev 1990),
some useful heuristics for linguistic description (Crombie 1985, Mel’cvuk 1988, Raskin and
Nirenburg 1995, Viegas and Raskin 1998). However, we fully recognize how much should be
learned about the field prior to studying and attempting to apply the heuristics. Similarly, in AI,
one should learn programming and algorithm design before attempting to devise heuristics. All
these basic skills are part of methodology, though they have often been taken for granted or even
considered as pure engineering skills in the philosophical discussions of methodology.

These actual skills are responses to the unpopular how-questions that philosophy of science (or
philosophy of language, for that matter, and philosophy in general) never actually asks. We agree
with Leibniz’s critique of Descartes from this point of view too: heuristics are answers to what-
questions, but how about how?

What does a computational linguist need to know to do his or her work? An indirect answer can
be: what they are taught in school. In other words, if what linguists are taught prepares them for
plying the trade, then the contents of the linguistics courses are the skills that linguists need. The
actual truth is, of course, that linguists end up discarding or at least ignoring a part of what they
are taught and supplementing their skills with those acquired on their own. 

As we mentioned above, a typical contemporary linguistic enterprise involves a study of how a
certain system of grammar fits a phenomenon in a natural language and how the grammar may

23. Just as it was easy to believe that we had gone through Dewey’s (1910: 74-104) five psychological phas-
es of problem solving, viz., suggestion, intellectualization, the guiding idea, reasoning, and testing hy-
potheses by action, or Wallas’s (1926: 79-107) psychological steps, namely, preparation, incubation,
illumination, and verification, or even psychotherapist Moustakas’s (1990) six phases of heuristic re-
search: initial engagement, immersion, incubation, illumination, explication, creative synthesis. Some-
what more substantively, we definitely recognized various forms of guessing and judging under
uncertainty, i.e., essentially engaging in certain forms of abduction, as explored by Tversky and Kahne-
man (1973—see also Kahneman et al. 1982; cf. Heath and Tindale 1994).
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have to be modified to achieve a better match. This can vary to include a class of phenomena, a
set of languages, or sometimes a comparison of two competing grammars. Somewhat simplisti-
cally, we can view such a linguistic task as requiring a grammatical paradigm, for instance, lexi-
cal-functional grammar, along with all the knowledge necessary for the complete understanding
of the paradigm by the linguist, a native speaker of a language (or, alternatively, a representative
corpus for the language), and algorithms for recognizing language phenomena as members of cer-
tain grammatical and lexical categories and of classes described by certain rules established by
the paradigm. 

On this view, the linguist starts with an empty template, as it were, provided by a grammatical
system and finishes when the template is filled out by the material of the language described.
Practically, of course, the research always deals with a limited set of phenomena, and then with
specific features of that set. This limitation leads to the development of microtheories, in our ter-
minology (see Section 2.4.4. below).

Similarly, an AI expert needs specific skills that he or she acquires in the process of training in
computer science and/or directly in AI. This includes basic programming skills, familiarity with a
number of programming languages, and modeling skills, involving the ability to build an architec-
ture for an AI solution to a problem and knowledge of a large library of standard computer rou-
tines.

A complete methodology, then, includes both higher-level, at least partially heuristics-based ways
of dissecting a new problem and lower-level disciplinary skills, sometimes—and certainly in the
case of NLP—from more than one discipline. How does such a complete methodology interact
with theory? 

2.4.2.6  Disequilibrium Between Theory and Methodology
Within an established, ideal paradigm, one expects an equilibrium between the theory and meth-
odology. The latter is also expected to determine the kind of descriptions that are needed to solve
the problems and to achieve the goals of the field within that paradigm. Because no active disci-
pline is complete and fully implemented, there is a continuous tug of war, as it were, between the
theory of a field and its methodology: as more and more descriptions become necessary, the meth-
odology must develop new tools to implement the expanded goals; as the implementation poten-
tial of the methodology grows it may lead to the implementation of new descriptions, and the
theory may need to be expanded or modified to accommodate these gains.

In this creative disequilibrium, if the methodology, especially one based on a single method, is
allowed to define the purview of a field, we end up with a ubiquitous method-driven approach.
Chomskian linguistics is the most prominent example in linguistics, actively defining anything it
cannot handle out of the field and having to revise the disciplinary boundaries for internal reasons,
as its toolbox expands, and for external reasons, when it tries to incorporate the areas previously
untouched by it or developed within a rival paradigm. The problem-driven approach, on the other
hand, rejects the neatness of a single method on the grounds of principled unattainability. Instead,
it must plunge headlong into the scruffiness of a realistic problem-solving situation, which always
requires an ever-developing and expanding methodology, leading to inevitably eclectic, hybrid
toolboxes.
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2.4.2.7  Specific Methodology-Related Parameters
Several specific parameters follow from the discussion in Sections 2.4.2.1-6 above. The tension
between theory building and goal-oriented description of phenomena creates the major parameter
in this class, that of method-driven (“supply-side”) vs. problem-driven (“demand-side”)
approaches (see Nirenburg and Raskin 1996, 1999). Other parameters follow more or less obvi-
ously from the discussion in this section. If a theory is effective in the sense of 2.4.1.2, it “comes”
with a methodology but the methodology may be not machine-tractable. Whether it is or not,
constitutes another methodology-related parameter, this one limited to effective theories. A theory
may come packaged with a set of clear subject-specific heuristics, and if it does, this is a value of
yet another parameter, heuristics availability. A similarly formulated parameter concerns the
availability of a clear set of skills/tools associated with the purview of the theory.

2.4.3  Parameters Related to the Status of Theory as Model of Human Behavior
A formal or computational theory may or may not make a claim that it is a model of a natural pro-
cess. The most well-known claim of this sort is the “strong AI hypothesis” (see also Section
2.4.2.2) which sees AI “as relevant to psychology, insofar as [it takes] a computational approach
to psychological phenomena. The essence of the computational viewpoint is that at least some,
and perhaps all, aspects of the mind can be fruitfully described for theoretical purposes by using
computational concepts” (Boden 1981: 71-72). Whether a theory makes strong hypothesis
claims constitutes a parameter.

This issue is actually an instance of the central question of the philosophy of science, namely, the
status of theoretical categories and constructs with regard to reality, which we already touched
upon in the discussion of justification in Section 2.3.4. While going over the extensive discussions
of this issue in philosophical literature, we could not help wondering why we could not strongly
identify our own theory of ontological semantics with any one of the rival positions. The most
appealing position seems to be the least extreme one. A version of realism, it assumes a coexist-
ence within the same theory of categories and constructs which exist in reality with those that are
products of the mind, as long as the statements about both kinds are coherent with each other.

We finally realized that the reason for our lack of strong identification, as well as a half-hearted
commitment to one of the positions, is due to the fact that ontological semantics does not aspire to
the status of a strong hypothesis. In other words, it does not claim any psychological reality. It
does not claim that humans store word senses, concepts, or sentential meaning in the format
developed in ontological semantics for the lexicon, ontology or TMRs, respectively. Nor does this
claim extend to equating in any way the processes of human understanding or production of sen-
tences with the mechanisms for analysis and synthesis of texts in ontological semantics. We do
not think that this takes away from the status of ontological semantics in the realm of science.

2.4.4  Parameters Related to the Internal Organization of a Theory
When dealing with a purview of considerable size, the pure theorist may be driven away from the
natural desire to put forward a single comprehensive theory by the sheer complexity of the task.
The alternative strategy is to break the purview up into chunks, develop separate theories for each
of them and then to integrate them. This has been common practice in linguistics as well as in
other disciplines, though the integration task received relatively little attention. Ontological
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semantics has undergone such chunking, too. In it, we call the components of the theory microthe-
ories (see Section 1.7). The microtheories can be circumscribed on the basis of a variety of
approaches. There are microtheories devoted to language in general or particular languages; to
different lexical categories, syntactic constructions, semantic and pragmatic phenomena or any
other linguistic category; to world knowledge (“ontological”) phenomena underlying semantic
descriptions; and to any of the processes involved in analysis and generation of texts by computer.

2.4.5  Parameter Values and Some Theories
We believe that it would be useful to characterize and compare computational linguistic theories
in terms of the parameters suggested above. As we are not writing a handbook of the field, we will
not discuss every known approach. That could have led to misunderstanding due to incomplete-
ness of information, and—most seriously, as we indicated in Section 2.4.1.3 above—the lack of
theoretical explicitness of many approaches.24 Besides, the parameters we suggested are not
binary: rather, their multiple values seem to reflect a pretty complex “modal logic.” An admittedly
incomplete survey of the field of linguistic and computational semantics (see also Nirenburg and
Raskin 1996), has yielded the parameter values listed as row headers in Table 1. The columns of
the table correspond to the tests for determining what value of a given parameter is assigned in a
theory. In order to determine what value a parameter is to be assigned in Theory X we should go,
for each such candidate parameter, through the following test consisting of seven steps inquiring
if:

• the theory overtly addresses the parameter, 
• the theory develops it, 
• addressing the parameter falls within the purview of the theory,
• the parameter is possible in the theory,
• the parameter is necessary for it,
• the parameter is at all compatible with the theory,
• the status of the parameter in the theory is at all determinable.

For each parameter, the outcome of this test is a seven-element set of answers that together deter-
mine the value of this parameter. Each combination of answers is assigned a name. For example,
the set “yes, yes, yes, yes, yes/no, yes, yes” is called DD, that is, this parameter is considered
“declared and developed” in the theory. The names are used only as mnemonic devices. The inter-
pretation of the actual labels is not important. What counts is the actual differences in the answer
sets. The yes/no answer means that this test is not relevant for a given parameter value. Each
named set of answers forms a row in Table 1.

In almost direct contradiction to the bold statement in Footnote 24, we proceed to illustrate in
Table 2, somewhat irresponsibly and as non-judgmentally as possible, how the parameters intro-
duced in this section apply to four sample theories, Bloomfield’s (1933) descriptive (structuralist)
linguistics, Chomsky’s (1965) Standard Theory, Pustejovsky’s (1995) Generative Lexicon, and

24. In other words, we decline to follow the path, memorably marked by Lakoff (1971), when, in the open-
ing salvos of the official warfare in early transformational semantics, he projected what his foes in inter-
pretive semantics would do if they made a step they had not made. and proceeded to attack them for that
hypothetically ascribed stance.
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ontological semantics. In doing so, we ignore yet another complication in assigning parameters to
theories: that judgments about parameter values are often impossible to make with respect to an
entire theory—parameter values may refer only to some component of a theory and be undefined
or difficult to interpret for other components.

Table 1: Types of Values for A Parameter

Parameter 
Value Test

\
Parameter 

Value 
Name

Declared 
by 

Theory?

Develop-
ed in 

Theory?

Within 
Purview 

of 
Theory?

Possible 
in 

Theory?

Necessary 
for 

Theory?

Compat-
ible with 
Theory?

Deter-
minable 

in 
Theory?

Declared, 
developed 
(DD)

yes yes yes yes yes/no yes yes

Declared, 
part-devel-
oped (DP)

yes partially yes yes yes/no yes yes

Declared, 
possible 
(DO)

yes no yes yes yes/no yes yes

Declared, 
Non-Pur-
view (DU)

yes no no yes no yes/no yes

Declared, 
Purview 
(DR)

yes no yes no no yes yes

Impossi-
ble (IM)

yes/no no no no no no yes

Unde-
clared, 
Possible, 
Unneces-
sary (UU)

no no yes/no yes no yes yes

Unde-
clared, 
Necessary
(UN)

no no yes yes yes yes yes
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What makes the parametrization of a theory complex is that the status of a theory with regard to
each parameter may vary. The tests, in addition, are not necessarily independent of each other.
Besides, the same parameter value named in the first column may correspond to several combina-
tions of results of the parameter tests: thus, because of all those “yes/no” values in the last, the
value of a parameter in a theory may be “Undeterminable (IN)” for 26 combinations of test result
situations of the parameter assigned that value in a theory.

The 11 parameters in Table 2 are the ones listed and described in Sections 2.4.1.4 above, namely,
adequacy (Ad), effectiveness (Ef), explicitness (Ex), formality (Fy), formalism (Fm), ambiguity
(Am), method-drivenness (as opposed to problem-drivenness) (Md), machine tractability (Mt),
heuristics availability (Ha), strong hypothesis (as in strong AI) (Sh), and internal organization as
microtheories (Mi).

Table 2 claims then, for instance, that the Generative Lexicon theory does not address such
parameters as adequacy, efficiency, and explicitness; it declares and develops formality and

Unde-
clared, 
Part-
Devel-
oped (UP)

no partially yes yes yes/no yes yes

Indeter-
minable 
(IN)

yes/no yes/no yes/no yes/no yes/no yes/no no

Table 2: Illustration of Parameter Values and Sample Theories

Parameter
\

Theory
Ad Ef Ex Fy Fm Am Md Mt Ha Sh Mi

Descr. Ling UN UN IM DD UU IN DD IM IM IM UU

St. Theory DP DD DP DD DD UN DD IM IM DO UU

Gen. Lex. UN UN UN DD DP IN DD IN IN UU UU

Ont. Sem DP DD DD DD UU DP IM DD DP UU DP

Table 1: Types of Values for A Parameter

Parameter 
Value Test

\
Parameter 

Value 
Name

Declared 
by 

Theory?

Develop-
ed in 

Theory?

Within 
Purview 

of 
Theory?

Possible 
in 

Theory?

Necessary 
for 

Theory?

Compat-
ible with 
Theory?

Deter-
minable 

in 
Theory?
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method-drivenness; it addresses and partially develops its formalism; it does not address its status
with regard to the strong hypothesis and internal organization, the two unnecessary but possible
parameters in this theory; and there is no information to help to determine its take on the theoreti-
cal parameters of ambiguity, machine tractability, and the availability of heuristics. 

Ontological semantics, by contrast, addresses and develops effectiveness, explicitness, formality,
and machine tractability; it addresses and partially develops adequacy, ambiguity and availability
of heuristics; it does not address such possible but unnecessary parameters as formalism and
strong hypothesis while method-drivenness is excluded.

In Section 2.6 below, a more responsible and detailed illustration of the values of just one param-
eter, explicitness, will be presented on the material of ontological semantics, the one theory we
can vouch for with some confidence.

2.5 Relations Among Theory, Methodology and Applications

In the sections above, we have discussed theories, their components and their relations to method-
ology and description. In this section, we venture into the connections of theories with their appli-
cations.

2.5.1  Theories and Applications
Theories can be pursued for the sake of pure knowledge. Some theories can also be used in appli-
cations—in other words, they are applicable (or applied) theories. Applications are tasks whose
main purpose is different from acquiring knowledge about the world of phenomena. Rather, appli-
cations usually have to do with tasks directed at creating new tools or other artifacts. We have
preached (Nirenburg and Raskin 1987a,b, Raskin 1987a,b) and practiced (Raskin and Nirenburg
1995, 1996a,b, Nirenburg and Raskin 1996, 1999) selective incorporation of components of lin-
guistic theory into applied theories for natural language processing applications. Linguistic theo-
ries may contain categories, constructs and descriptions useful for concrete applications in full or
at least in part. At the very least, reference to the sum of linguistic knowledge may help NLP prac-
titioners to avoid reinventing various wheels. The relations among theories, applications and
methodologies are summarized in Figures 13-16. The findings hold not only for linguistic theories
but for theories in general. 
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A r t i f a c t s

In  addi t ion to describ ing natura l
phenomena, people create artifacts.

Some such artifacts ("application
systems") are tools for production of
other artifacts ("application results").

Artifacts may become objects of study
o f  t h e o r i e s  ( f o r  e x a m p l e ,  a l l
mathematical objects are artifacts!).

 Figure 13. Applications and some of their characteristics.
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DescriptionMethodology

Application
Systems and

Results

?
Descr ipt ions of  natu ra l  phenomena and
descriptions of artifacts can be of use in building
aplication systems and producing application
results. As descriptions are based on a theory,
the applications thus become applications of a
theory and of  i ts  assoc iated descr ipt ion
methodology.

How do descriptions contribute to applications?

Applicable
Theory

A  t h e o r y  u n d e r l y i n g  a
description which is used for an
a p p l i c a t i o n  i s  c a l l e d  a n
applicable theory

Phenomena

 Figure 14. Introducing a different type of methodology. 
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DescriptionDescription
Methodology

Application
Systems and

Results

Application
Methodology

These are usually different

The methodology of  bui lding
applications typically relies on
more than one set of phenomena
with their associated theories and
descriptions.

An application methodology will
a l so  ha ve  co mp on en ts  t ha t
describe the tools for attaining
application results and thus only
o b l i q u e l y  c on ne c t ed  t o  th e
description of  the phenomena.

Applicable
Theory

Phenomena

 Figure 15. Some properties of application methodology
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There are, however, significant differences between applications and theoretical descriptions. 

2.5.1.1  Difference 1: Goals
The first difference is in the goals of these pursuits. A theoretical linguistic description aims at
modeling human language competence. Developing, say, a grammar of Tagalog qualifies as this
kind of pursuit. By contrast, developing a learner’s grammar or a textbook of Tagalog are typical
applications. The practical grammar or a textbook may include material from the theoretical
grammar for the task of teaching Tagalog as a foreign language. This utilitarian applicational task
is different from the descriptive theoretical task. An application is a system (often, a computa-
tional system) developed to perform a specific constructive task, not to explain a slice of reality.
As such, it is also an engineering notion.

From the methodological point of view, the work on theoretical descriptions does not have to be
completed before work on applications based on them can start. The learner’s grammar may be
shorter and cruder than a theoretical grammar and still succeed in its application. In practice, an

Phenomena

DescriptionDesccription
Methodology

Application
Systems and

Results

Application
Building

Methodology

Applicable
Theory

Evaluation

Application methodologies
and application results can
b e  e va l u a t e d ,  u s in g  a
s p e c i a l l y  d e s i g n e d
evaluation methodology

Purview
Premises

Body
Justification

A p p l i c a t i o n
methodologies and
application results
a r e  e v a l u a t e d ;
theories are justified

Evaluation
Methodology

Application  systems
have methodologies
for producing results

 Figure 16. More types of methodologies: evaluation methodology and methodology of running applications, 
as opposed to the methodology of building applications.
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application may precede a theoretical description and even provide an impetus for it. In fact, the
history of research and development in machine translation (an application field) and theoretical
computational linguistics is a prime example of exactly this state of affairs, where necessity (as
understood then) was the mother of invention (of computational linguistic theories).

2.5.1.2  Difference 2: Attitude to Resources
The second difference between theories and applications is in their relation to the issue of
resource availability. A theory is free of resource considerations and implies unlimited resources
(expense, time, space, anything). In fact, implementing a linguistic theory can very well be con-
sidered an infinite task. Indeed, linguists have worked for several centuries describing various
language issues but still have not come up with a complete and exhaustive description of any lan-
guage or dialect, down to every detail of reasonable granularity. There are always things remain-
ing to be concretized or researched. Complete description remains, however, a declared goal of
science. Infinite pursuit of a complete theory seems to be a right guaranteed by a Ph.D. diploma,
just as pursuit of happiness is an inalienable right guaranteed by the US Constitution.

In contrast to this, any high-quality application in linguistics requires a complete25 description of
the sublanguage necessary for attaining this application’s purpose (e.g., a Russian-English MT
system for texts in the field of atomic energy). By introducing resource-driven constraints, an
application turns itself into a finite problem. A corresponding change in the methodology of
research must ensue: concrete application-oriented methodologies crucially depend on resource
considerations. Thus, in a computational application, the machine tractability of a description,
totally absent in theoretical linguistics (see Footnote 17 above), becomes crucial. The above
implies that methodologies for theoretical descriptions are usually different from application-ori-
ented methodologies.

2.5.1.3  Difference 3: Evaluation
Yet another difference is that theories must be justified in the sense described above, while

applications must be evaluated by comparing their results with human performance on the same
task or, alternatively, with results produced by other applications. This means, for instance, that a
particular learner’s grammar of Tagalog can be evaluated as being better than another, say, by
comparing examination grades of two groups of people who used the different grammars in their
studies. No comparable measure can be put forward for a theoretical description. 

2.5.2  Blame Assignment
An interesting aspect of evaluation is the difficult problem of “blame assignment”: when the sys-
tem works less than perfectly, it becomes desirable to pinpoint which component or components
of the system is to blame for the substandard performance. Knowing how to assign blame is one
of the most important diagnostic tools in system debugging. As this task is very hard, the real rea-
sons why certain complex computational applications actually work or do not work are difficult to
establish. As a result, many claims concerning the basis of a particular application in a particular
theory cannot be readily proved. It is this state of affairs that led Wilks to formulate (only partially

25. Completeness is understood here relative to a certain given grain size of description. Without this a prio-
ri threshold, such descriptions may well be infinite.
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in jest) the following “principle”: “There is no theory of language structure so ill-founded that it
cannot be the basis for some successful MT” (Wilks 1992: 279). To extend this principle, even a
theory which is seriously flawed, a theory which is not consistent or justifiable, infeasible and
ineffective, can still contribute positively to an application.

The situation is further complicated by the fact that applications are rarely based exclusively on a
single linguistic theory that was initially used as its basis. The modifications made in the process
of building an application may, as we mentioned before, significantly change the nature of the
theory components and parameters. Elements of other theories may find their way into an imple-
mentation. And finally, important decisions may be made by the developers which are not based
on any overtly stated theory at all.26

2.5.3  Methodologies for Applications

2.5.3.1  “Purity” of Methodology
An important methodological distinction between theories and applications has to do with the
debate between method-oriented and problem-oriented approaches to scientific research (cf. Sec-
tion 2.4.2.7 above, Nirenburg and Raskin 1999, Lehnert 1994). While it is tenable to pursue both
approaches in working on a theory, applications, simply by their nature, instill the primacy of
problem-orientedness. Every “pure” method is limited in its applicability, and in the general case,
its purview may not completely cover the needs of an application. Fidelity to empirical evidence
and simplicity and consistency of logical formulation are usually taken as the most general desid-
erata of scientific method, fidelity to the evidence taking precedence in cases of conflict (cf. Caws
1967: 339). An extension of these desiderata into the realm of application may result in the fol-
lowing methodological principle: satisfaction of the needs of the task and simplicity and consis-
tency of the mechanism for its attainment are the most general desiderata of applied scientific
work, with the satisfaction of the needs of the task taking precedence in cases of conflict.

2.5.3.2  Solutions are a Must, Even for Unsolvable Problems
In many cases, application tasks in NLP do not have proven methods that lead to their successful
implementation. Arguably, some applications include tasks that are not solvable in principle. A
well-known example of reasoning along these lines is Quine’s demonstration of the impossibility
of translation between natural languages (1960). Quine introduces a situation in which a linguist
and an informant work on the latter’s native language when a rabbit runs in front of them. The
informant points to the rabbit and says gavagai. Quine’s contention is that there is no way for the
linguist to know that this locution should be translated into English as “rabbit” or “inalienable
rabbit part” or “rabbitting.” For a translation theorist, the acceptance of Quine’s view may mean
giving up on a theory. A machine translation application will not be affected by this contention in
any way. Quine and the linguistic theorist do not face the practical need to build a translation sys-
tem; an MT application does. It must produce a translation, that is, find a working method, even in

26. One can adopt a view that any application is based on a theory, in a trivial sense, namely the theory that
underlies it. In NLP practice, such a theory is not usually cognized by the developers, but the point we
are making is that that theory will not typically coincide with any single linguistic theory. It will, in the
general case, be a hybrid of elements of several theories and a smattering of elements not supported by
a theory.
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the absence of theoretical input. 

A reasonable interpretation of Quine’s claim is that no translation is possible without some loss of
meaning. The truth of this tenet is something that every practical translator already knows from
experience, and a number of devices have been used by human and even some machine transla-
tors to deal with this eventuality. Ample criticism has been leveled at Quine for this claim from a
variety of quarters (Katz 1978: 209—see also Katz 1972/1974: 18-24, Frege 1963: 1, Tarski
1956: 19-21, Searle 1969: 19-21, Nirenburg and Goodman 1990). A recent proposal in the philos-
ophy of science can be used to reject Quine’s claim on purely philosophical grounds. It states that
“what makes a particular activity scientific is not that the reality it uncovers meets the ideal, but
that its deviation from the ideal is always something to be accounted for.” (Dilworth 1996:4). In
other words, unattainability of a theoretical ideal means not that the theory should be given up but
that it should be supplemented by statements explaining the deviations of reality from the ideal. If
this is true of theoretical pursuits, it is a fortiori so for applications.

2.5.4  Aspects of Interactions Among Theories, Applications, and Methodologies

2.5.4.1  Explicit Theory Building
How do theory, methodology and applications actually interact? One way of thinking about this is
to observe the way computational linguists carry out their work in constructing theories, method-
ologies and applications. This is a difficult task because, in writing about their work, people
understandably prefer to concentrate on results, not on the process of their own thinking.27 Katz
and Fodor (1963) provide one memorable example of building a theory by overtly stating the rea-
soning about how to carve out the purview of the theory to exclude the meaning of the sentence in
context.28 But they are in a pronounced minority. One reason for that, both in linguistics and in
other disciplines, is a pretty standard division of labor between philosophers and scientists: the
former are concerned about the foundational aspects of the disciplines and do not do primary
research; the latter build and modify theories and do not deal with foundational issues.29

2.5.4.2  Partial Interactions
When one analyzes the influence of theory on methodology and applications, it quickly becomes
clear that often it is not an entire theory but only some of its components that have a direct impact
on a methodology or an application. Some methods, like for instance, the well-established ones of

27. A series of interesting but largely inconclusive experiments was conducted within the protocol approach
to invention in rhetoric and composition in the 1980s (see, for instance, Flower 1981 and references
there; cf. Flower 1994). Writers were asked to comment on their thinking processes as they were com-
posing a new text. On the use of the technique in cognitive science, see Ericsson and Simon (1993).

28. An even more ostentatious attempt in overt theory building is Katz and Postal (1964), where semantic re-
ality was manipulated to fit into an imported premise, later abandoned in Revised Standard Theory
(Chomsky 1971) that transformations did not change meaning.

29. As Moody (1993: 3) puts it, “[i]f the sciences are indeed the paradigms of progress, they achieve this sta-
tus by somehow bypassing the foundational questions or, as was said earlier, by taking certain founda-
tions for granted.... The practical rule in the sciences seems to be: Avoid confronting foundational
questions until the avoidance blocks further progress.” As this chapter documents, we do believe, on the
basis of our practical experience, that we are at the stage in the development of NLP, computational se-
mantics, and perhaps linguistic semantics in general, where “the avoidance blocks further progress.”
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field linguistics (see, for instance, Samarin 1967, Bouquiaux and Thomas 1992, Payne 1997), rely
essentially on some premises of a theory (e.g., “the informant’s response to questions of the pre-
scribed type is ultimate”) but not really on any universally accepted body: different field linguists
will have different approaches to, for instance, syntax or morphology, which would be reflected in
differences in the questions to the informant but not necessarily in the differences among the dis-
covered phenomena.

2.5.4.3  Theoretical Premises Pertaining to Applications
One premise of computational linguistic theory pertaining directly to methodology of application
building is that whenever successful and efficient automatic methods can be developed for a task,
they are preferred over those involving humans. Another premise, which is probably quite univer-
sal among the sciences, is that if a single method can do the task, it is preferable to a combination
of methods because combining methods can usually be done only at the cost of modifying them in
some way to make them coexist. This premise is in opposition to yet another one: that recognizing
theoretical overlaps between a new task and a previously accomplished one can save resources
because some methods can be reused. 

Yet another premise states that the need to create a successful application is more basic than the
desire to do it using a single, automatic, logically consistent, and economical method. This tenet
forces application builders to use a mixture of different techniques when a single technique does
not deliver. But, additionally, when gaps remain, for which no adequate method can be developed,
this tenet may lead application builders to using non-automatic methods as a way of guaranteeing
success of an application. In practice, at the commercial end of the spectrum of comprehensive
computational linguistic applications, a combination of human and automatic methods is a rule
rather than an exception as is witnessed in many systems of human-aided machine translation,
“workstations” for a variety of human analysts, etc. 

Finally, there is the resource premise: applications must be built within the available resources of
time and human effort and can only be considered successful if producing results in these applica-
tion is also cost-effective in terms of resource expenditure. This premise is quite central for all
applications, while in purely theoretical work it is of marginal importance. This is where it
becomes clear that the theory underlying an application may vary from a theory underlying regu-
lar academic research motivated only by the desire to discover how things are.

2.5.4.4  Constraints on Automation
It is often resource-related concerns that bring human resources into an otherwise automatic sys-
tem. Why specifically may human help within a system be necessary? Given an input, a computa-
tional linguistic application engine would produce application results algorithmically, that is, at
each of a finite number of steps in the process, the system will know what to do and what to do
next. If these decisions are made with less than complete certainty, the process becomes heuristic
(see also Section 2.4.2.4 above). Heuristics are by definition defeasible. Moreover, in text pro-
cessing, some inputs will always be unexpected, that is, such that solutions for some phenomena
contained in them have not been thought through beforehand. This means that predetermined heu-
ristics are bound to fail, in some cases. If this state of affairs is judged as unacceptable, then two
options present themselves to the application builders: to use an expandable set of dynamically
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modifiable heuristics to suit an unexpected situation (as most artificial intelligence programs
would like to but typically are still unable to do) or to resort to a human “oracle.”

2.5.4.5  Real-Life Interactions
Irrespective of whether applications drive theories or theories license applications, it is fair to sup-
pose that all research work starts with the specification of a task (of course, a task might be to
investigate the properties of an application or a tool). The next thing may be to search for a meth-
odology to carry this task out. This imported methodology may be general or specific, depending
on the task and on the availability of a method developed for a different task but looking promis-
ing for the one at hand. A converse strategy is to start with developing an application methodol-
ogy and then look for an application for it. An optional interim step here may be building a theory
prior to looking for applications, but normally, the theory emerges immediately as the format of
descriptions/results produced by the methodology.

2.5.5  Examples of Interactions Among Theories, Applications, and Methodologies
Of course, this discussion may be considered somewhat too general and belaboring the obvious,
even if one goes into further detail on the types of theories, methodologies and applications that
can interact in various ways. However, several examples can help to clarify the issues.

2.5.5.1  Statistics-Based Machine Translation
Let us start, briefly, with statistics-based machine translation. The name of this area of computa-
tional-linguistic study is a convenient combination of the name of an application with the name of
a method. The best-developed effort in this area is the MT system Candide, developed at IBM
Yorktown Heights Research Center (Brown et al. 1990).

It is not clear whether the impetus to its development was the desire to use a particular set of
methods—already well established in speech processing by the time work on Candide started—
for a new application, MT, or whether the methods were selected after the task was posited. The
important point is that from the outset, Candide imported a method into a new domain. The statis-
tical methods used in Candide (the trigram modeling of language; the source-target alignment
algorithms, the Bayesian inference mechanism, etc.) were complemented by a specially devel-
oped theory. The theory was of text translation, not of language as a whole, and it essentially pro-
vided methodological guidelines for Candide. It stated, roughly, that the probability of a target
language string T being a translation of a source language string S is proportional to the product
of a) the probability that T is a legal string in the target language and b) the probability that S is a
translation of T. In such formulation, these statements belong to the body of the theory, premised
on a statement that probability (and frequency of strings in a text) affect its translation. 

The task has been methodologically subdivided into two, corresponding to establishing the proba-
bilities on the right hand side of the theoretical equation. For each of these subtasks, a complete
methodology was constructed. It relied, among other things, on the availability of a very large
bilingual corpus. In fact, had such a corpus not been available, it should have been constructed for
the statistical translation methodology to work. And this would have drawn additional resources,
in this case, possibly, rendering the entire methodology inapplicable. As it happened, the method-
ology initially selected by Candide did not succeed in producing results of acceptable quality, due
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to the complexity of estimating the various probabilities used in the system and the rather low
accuracy of the statistical models of the target language and of the translation process. To improve
the quality of the output, the Candide project modified its methodology by including versions of
morphological and syntactic analysis and some other computational linguistic methods into the
process. As a result, the quality of Candide output came closer to, though never quite equaled, that
of the best rule-based MT systems. The hybridization of the approach has never been given any
theoretical status. Simply, in addition to the statistical theory of MT, Candide now (consciously or
not) employed the theory underlying the morphological and syntactic analyzers and their respec-
tive lexicons. The application-building methodology has been modified in order to better satisfy
the needs of an application. Had the Candide effort continued beyond 1995, it might have changed
its methodology even further, in hopes to satisfy these needs.

2.5.5.2  Quick Ramp-Up Machine Translation Developer System
As another example, let us briefly consider the case of the project Expedition, under development
at NMSU CRL since late 1997. The project’s stated objective is to build an environment (that is, a
tool, or an implemented methodology) which will allow fast development, by a small team with
no trained linguist on it, of moderate-level machine translation capabilities from any language
into English. As a resource-saving measure, the system is encouraged to make use of any avail-
able tool and/or resource that may help in this task. As specified, this application is a metatool, a
system to help build systems. 

Once the objectives of the application have been stated, several methodologies could be suggested
for it. These methodologies roughly fall into two broad classes—the essentially corpus-based and
the essentially knowledge-based30 ones. The reasoning favoring the corpus-based approach is as
follows. As the identity of the source language is not known beforehand, and preparing for all
possible source languages is well beyond any available resources, the easiest thing to do for a new
source language is to collect a corpus of texts in it and apply to it the statistical tools that are
becoming increasingly standard in the field of computational linguistics: text segmentors for lan-
guages that do not use breaks between words, part of speech taggers, grammar induction algo-
rithms, word sense disambiguation algorithms, etc. If a sizeable parallel corpus of the source
language and English can be obtained, then a statistics-based machine translation engine could be
imported and used in the project. However, the corpus-based work, when carried out with purity
of method, is usually not devoted to complete applications, while when it is (as in the case of Can-
dide), it requires a large doze of “conventional” language descriptions and system components. 

The reasoning favoring the knowledge-based approach is as follows. As the target language in the
application is fixed, a considerable amount of work can be prepackaged: the target application can
be supplied with the English text generator and the English side of the lexical and structural trans-
fer rules for any target language. Additionally, both the algorithms and grammar and lexicon writ-
ing formats for the source language can be largely fixed beforehand. What remains is facilitating
the acquisition of knowledge about the source language, its lexical stock, its grammar and its lex-
ical and grammatical correspondences to English. This is not an inconsiderable task. The variety

30. The term “knowledge-based” is used here in a broad sense to mean “relying on overtly specified linguis-
tic knowledge about a particular language,” and not in its narrow sense of “machine translation based on
artificial intelligence methods.”
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of means of realization for lexical and grammatical meanings in natural languages is notoriously
broad. For many languages, published grammars and machine-readable monolingual and bilin-
gual dictionaries exist, but their use in computational applications, as practice in computational
linguistics has shown (see, for instance, Amsler 1984, Boguraev 1986, Evens 1989, Wilks et al.
1990, Guo 1995), requires special resource expenditure, not incomparable to that for building an
NLP system. 

Creating the knowledge for natural language processing applications has occupied computational
linguists for several generations, and has proved to be quite an expensive undertaking, even when
the knowledge acquirers are well trained in the formats and methods of description and equipped
with the best corpus analysis and interface tools. Considering that the users of the knowledge elic-
itation tool will not be trained linguists and also taking into account that the time allotted for
developing the underlying application (the machine translation system) is limited, the “tradi-
tional” approach to knowledge acquisition (notably, with the acquirer initiating all activity) has
never been a viable option. The best methodological solution, under the circumstances, is to
develop an interactive system which guides the acquirer through the acquisition steps—in fact, an
automatic system for language knowledge elicitation of the field-linguistics type. The difficulties
associated with this methodology centrally include its novelty (no linguistic knowledge acquisi-
tion environment of this kind has ever been attempted) and the practical impossibility of anticipat-
ing every phenomenon in every possible source language.

The field of computational linguistics as a whole has, for the past five years or so, devoted a sig-
nificant amount of effort to finding ways for mixing corpus- and rule-based methods, in the spirit
of the central methodological principle for building applications discussed above.31 The Expedi-
tion project is no exception. However, based on the expected availability of resources (the
project’s main thrust is toward processing the less described, “low-density” languages) and on the
generality of the task, the “classical” computational linguistic methodology was selected as the
backbone of the project. A separate study has been launched into how to “import” any existing
components for processing a source language into the Expedition system.

As no trained linguists will participate in the acquisition of knowledge about the source language,
it was decided that, for pedagogical reasons, the work would proceed in two stages: first, the
acquisition (elicitation) of a computationally relevant description of the language; then, the devel-
opment of rules for processing inputs in that language, using processing modules which would be
resident in the system. In both tasks, the system will hold much of the control initiative in the pro-
cess. In order to do so, the elicitation system (in Expedition, it is called Boas, honoring Franz
Boas (1858-1942), the founder of American descriptive linguistics, as well as a prominent anthro-
pologist) must know what knowledge must be elicited. For our purposes in this chapter, a discus-
sion of the first of the two tasks will suffice—see Nirenburg (1998b), Nirenburg and Raskin
(1998) for a more detailed discussion of Boas.

31. The state of knowledge in this field is still pre-theoretical, as a variety of engineering solutions featuring
eclectic methodology are propounded for a number of applications. It will be interesting to see whether
a theory of merging tools and resources will gradually emerge. The work on computational-linguistic
architectures (e.g., Cunningham et al. 1997a,b, Zajac et al. 1997) is, in fact, a step toward developing a
format of a language to talk about such merges, which can be considered a part of the body of a theory.
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The great variety of categories and expressive means in natural languages (as illustrated, for
instance, by the complexity of tools and handbooks for field linguistics) is a major obstacle for
Boas. A priori, the creation of a complete inventory of language features does not seem to be a
realistic task. The goal of carrying it through to a concrete, systematic and applicable level of
description is not attained—and not always attempted or even posited as an objective—by the
workers in the areas of linguistic universals and universal language parameters (see, for instance,
Greenberg 1978, Chomsky 1981, Berwick and Weinberg 1984, Webelhut 1992, Dorr 1993, Dorr
et al. 1995, Kemenade and Vincent 1997). Methodologically, therefore, three choices exist for
Boas: a data-driven method, a top-down, parameter-driven method, and some combination of
these methods. As it happens, the last option is taken, just as in the case of the choice of corpus- or
rule-based methodology for Expedition. 

The data-driven, bottom-up strategy works in Boas, for example, for the acquisition of the source
language lexicon, where a standard set of English word senses is given to the acquirer for transla-
tion into the source language.32 The top-down, parameter-oriented strategy works in elicitation of
the morphological and syntactic categories of the language, together with their values and means
of realization. Sometimes, these two strategies clash. For example, if closed-class lexical items,
such as prepositions, are extracted in the lexicon, it is desirable (in fact, essential) for the purposes
of further processing not only to establish their translations into English (or, in accordance with
the Boas methodology, their source language translations, based on English) but also their seman-
tics, in terms of what relation they realize (e.g., directional, temporal, possession, etc.). This is
needed for disambiguating prepositions in translation (a notoriously difficult problem in standard
syntax-oriented approaches to translation). In languages where the category of grammatical case
is present, prepositions often “realize” the value of case jointly with case endings: for instance, in
Russian, s+Genitive realizes a spatial relation of downward direction, with the emphasis on the
origin of motion, as in “He jumped off the table”; s+Accusative realizes the comparative mean-
ing: “It was as large as a house”; while s+Instrumental realizes the relation of “being together
with”: “John and/together with Bill went to the movies” (see, for instance, Nirenburg 1980 for
further discussion). 

Under the given methodological division, however, Boas will acquire knowledge about case in
the top-down, parameter-oriented way and information about prepositions in the bottom-up, data-
driven way. For Russian, for instance, this knowledge will include the fact that the language fea-
tures the parameter of case, that this parameter has six values and that these values are realized
through inflectional morphology by suffixation, with the major inflectional paradigms listed. In
order to reconcile the two approaches in this case, the lexical acquisition of prepositions for lan-
guages with grammatical case will have to include a question about what case form(s) a given
preposition can introduce. 

Note that throughout this discussion, a particular theory of language was assumed, as most of the
categories, values, realizations and forms used in the descriptions have been introduced in a the-

32. It is possible to argue that single-meaning entries in the English vocabulary (not, of course, their combi-
nations in complete entries for actual English words—cf. Nirenburg and Raskin 1998; Viegas and
Raskin 1998) may serve as crude approximations for universal lexical-semantic parameters. Even on
such an assumption, methodologically, the work of acquiring the source language lexicon remains very
much empirical and data-driven.
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ory, while work on Boas has essentially systematized and coordinated these theoretical concepts,
adding new concepts mostly when needed for completeness of description. This is why, for exam-
ple, the lists of potential values for the theoretical parameters adopted in Boas (such as case, num-
ber, syntactic agreement and others) are usually longer than those found in grammar books for
individual languages and even general grammar books: the needs of the application necessitate
extensions. Thus, for instance, the set of potential values of case in Boas includes more members
than the list of sample cases in Blake (1994), even if one does not count name proliferation in dif-
ferent case systems for essentially the same cases.33 

For the purposes of this chapter, a central point of the above discussion is the analysis of the rea-
soning of the application builders. After some general methodological decisions were made,
existing theories of language knowledge processing were consulted, namely the theories underly-
ing the methodology of field linguistics and those underlying the study of universals; their utility
and applicability to the task at hand were assessed and, as it happened, certain modifications were
suggested in view of the peculiarities of the application. Of course, it was possible to “reinvent”
these approaches to language description. However, the reliance on prior knowledge both saved
time and gave the approaches used in the work on Boas a theoretical point of reference. Unfortu-
nately, the actual descriptions produced by the above linguistic theories are of only oblique use in
the application under discussion.

Boas itself is a nice example, on which one can see how theory, methodology, description, and
application interact. The parameters for language description developed for Boas belong to the
body of the theory underlying it. The general application-oriented methodological decisions (dis-
cussed above in terms of availability and nature of resources), together with the various specially
developed front-end and back-end tools and procedures, constitute the methodology of Boas. The
knowledge elicited from the user by Boas is the description. The resulting system is an applica-
tion. Overt reasoning about methodology and theories helped in the formulation of Boas and
Expedition. One can realistically expect that such reasoning will help other computational linguis-
tic projects, too.

2.6 Using the Parameters

In this section, we discuss, by way of selective illustration, how the philosophical approach pro-
posed here has been used to characterize and analyze ontological semantics. We concentrate on a
single parameter: explicitness. Additionally, as of the four constituent parts (purview, premises,
justification and body) of a theory, the body is, by nature, the most explicit (indeed, it is the only
constituent described in most computational linguistic contributions), we will concentrate here on
the other three constituents. A detailed statement about the body of ontological semantics is the
subject of Part II of this book. Details about its various implementations have been published in
and are cited abundantly throughout the book. To summarize, the analysis part of ontological
semantic implementations interprets input sentences in a source language as meaning-rich text

33. Since several different theoretical traditions have been joined in Boas, to expand coverage, a method-
ological decision was made to include in the list of parameter values different aliases for the same value,
to facilitate the work of the user by using terminology, to which he or she is habituated by the pertinent
grammatical and/or pedagogical tradition. 



Page 77

meaning representations (TMRs), written in a metalanguage whose terms are based on an inde-
pendent ontology. Word meanings are anchored in the ontology. The procedure of analysis, relies
on the results of ecological, morphological and syntactic analysis and disambiguates and amal-
gamates the meanings of lexical items in the input into a TMR “formula.” The generation module
takes the TMR, possibly augmented through reasoning over the ontology and the Fact DB, as
input and produces natural language text for human consumption. 

The main purpose for the discussion that follows is to articulate what it takes to go from relying
on a covert, uncognized theory underlying any linguistic research, however application-oriented
by design, to an inspectable, overt statement of the theoretical underpinnings of such an activity.
This discussion is motivated and licensed by the conclusions about the benefits of using theory
from Section 2.2. 

2.6.1  Purview
The purview of ontological semantics is meaning in natural language. Meaning in ontological
semantics can be static or dynamic. The former resides in lexical units (morphemes, words or
phrasals) and is made explicit through their connections to ontological concepts. Dynamic mean-
ing resides in representations of textual meaning (that is meaning of clauses, sentences, para-
graphs and larger text units), produced and manipulated by the processing components of the
theory. The theory, in effect, consists of a specification of how, for a given text, (static, context-
independent) meanings of its elements (words, phrases, bound morphemes, word order, etc.) are
combined into a (dynamic, context-dependent) text meaning representation, and vice versa. This
is achieved with the help of static knowledge resources and processing components. The theory
recognizes four types of static resources: 

• an ontology, a language-independent compendium of information about the concepts 
underlying elements of natural language;

• a fact database (Fact DB), a language-independent repository of remembered instances of 
ontological concepts;

• a lexicon, containing information, expressed in terms of ontological concepts, about lexical 
items, both words phrasals; and

• an onomasticon, containing names and their acronyms. 

The knowledge supporting the ecological, morphological and syntactic processing of texts is
“external” to ontological semantics: much of the knowledge necessary for carrying out these three
types of processing resides outside the static resources of ontological semantics—in morphologi-
cal and syntactic grammars and ecological rule sets. However, some of this information actually
finds its way in the ontological semantic lexicon, for example, to support linking. 

The analyzer and the generator of text are the main text processing components. The reasoning
module is the main application-oriented engine that manipulates TMRs. The term ‘dynamic,’
therefore, relates simply to the fact that there are no static repositories of contextual knowledge,
and the processing modules are responsible for deriving meaning in context. A broader sense of
dynamicity is that it serves the compositional property of language, having to do with combining
meanings of text elements into the meaning of an entire text. 
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On the above view, the purview of ontological semantics includes that of formal semantics, which
covers, in our terms, much of the grammatical meaning and parts of text meaning representation
and adds the purview of lexical semantics. While the purview of ontological semantics is broader
than that of formal semantics or lexical semantics, it is by no means unlimited. It does not, for
instance, include, in the specification of the meaning of objects, any knowledge that is used by
perception models for recognizing these objects in the real world. 

2.6.2  Premises
In this section, we discuss several premises of ontological semantics and, whenever possible and
to the best of our understanding, compare them with related premises of other theories. The pre-
mises we mention certainly do not form a complete set. Ontological semantics shares some pre-
mises with other scientific theories and many premises with other theories of language.

2.6.2.1  Premise 1: Meaning Should Be Studied and Represented
At the risk of sounding trivial or tautological, we will posit the first premise of ontological seman-
tics as: “Meaning should be studied and represented.” This follows directly from the purview of
our theory. We share the first part of the premise, that meaning should be studied, with all seman-
ticists and philosophers of language and with knowledge-based strains in AI NLP but not with the
linguists and computational linguists who constrain their interest to syntax or other areas.

We assume that meaning can and should be represented. We share this premise with most schools
of thought in linguistics, AI and philosophy, with the notable exception of late Wittgenstein and
the ordinary language philosophy (Wittgenstein 1953: I.10ff, especially, 40 and 43, Ryle 1949,
1953, Grice 1957, Austin 1961—see also Caton 1963, Chappell 1964) as well as some contribu-
tions within connectionism (see, for instance, Brooks 1991, Clark 1994), whose initial anti-repre-
senationalism has been on the retreat since Fodor and Pylyshyn’s (1988) challenge (e.g., Horgan
and Tienson 1989, 1994, Pollack 1990, Berg 1992). Note that issues of the nature and the format
of representation, such as levels of formality and/or machine tractability, belong in the body of the
theory (see Footnote 17 and Section 2.4.1.4 above) and are, therefore, not discussed here. 

2.6.2.2  Premise 2: The Need for Ontology
Ontological semantics does not have a strong stance concerning connections of meanings to the
outside world (denotation, or extension relations). It certainly does not share the implicit verifica-
tionist premise of formal semanticists that the ability to determine the truth value of a statement
expressed by a sentence equals the ability to understand the meaning of the sentence. One result
of this difference is our lack of enthusiasm for truth values as semantic tools, at least for natural
language, and especially as the exclusive tool of anchoring linguistic meanings in reality.

Unlike Wittgenstein and, following him, Wilks (e.g., 1972, 1982, 1992; Nirenburg and Wilks
1997), we still recognize as a premise of ontological semantics the existence of an (intensional)
ontological signification level which defines not only the format but also the vocabulary (the met-
alanguage) of meaning description. While this level is distinct from denotation (it is not, directly,
a part of the outside world), it is also distinct from language itself.

In ontological semantics, the English expressions Morning star and Evening star will both be



Page 79

mapped into an instance of the ontological concept PLANET, namely, VENUS, which is stored in the
fact database, while the corresponding English word Venus is listed in the English onomasticon
(see 2.6.1 above). The Fact DB entry VENUS, in turn, is an instance of the ontological concept
PLANET. It is this latter type of general concept that is the ultimate source of meaning for most
individual open-class lexical units in ontological semantics. 

Computational ontology, in its constructive, operational form as a knowledge base residing in
computer memory, is not completely detached from the outside world, so that a variation of the
familiar word-meaning-thing triangle (Ogden and Richards 1923; Stern 1931, Ullman 1951,
Zvegintzev 1957), is still applicable here. The relation of the ontology to the outside world is
imputed by the role ontological semantics assigns to human knowledge of the language and of the
world—to interpret elements of the outside world and encode their properties in an ontology. As a
corollary, the image of the outside world in ontological semantics includes entities which do not
“exist” in the narrow sense of existence used in formal semantics; in this, we agree with Hirst
(1991), where he follows Meinong (1904) and Parsons (1980). 

For ontological semantics in action, the above triangular relation typically takes the form of sen-
tence-meaning-event, where meaning is a statement in the text meaning representation (TMR)
language and EVENT is an ontological concept. But ontological semantics is not completely solip-
sistic. The connection between the outside world (the realm of extension) and ontological seman-
tics (the realm of intension) is carried out through the mediation of the human acquirer of the
static knowledge sources.34 This can be illustrated by the following example. The ontology con-
tains a complex event MERGER, with two companies as its participants and a detailed list of com-
ponent events, some of which are contingent on other components. In ontological semantics, this
is a mental model of this complex event, specifically, a model of “how things can be in the
world.” Ontological semantics in operation uses such mental models to generate concrete mental
models about specific mergers, that is, “what actually happened” or even “what could happen” or
“what did not happen.” 

These latter models are not necessarily fleeting (even though a particular application of ontologi-
cal semantics may not need such models once they are generated and used). In ontological seman-
tics, they can be recorded as “remembered instances” in the knowledge base and used in
subsequent NLP processing. Thus, for MERGER, remembered instances will include a description
of the merger of Exxon and Mobil or of Chrysler and Daimler Benz. The remembered instances
are intensional because they add a set of agentive, spatio-temporal and other “indices” to a com-
plex event from the ontology. 

We share with formal semanticists the concern for relating meaning to the outside world (cf.
Lewis’s 1972 concern about “Markerese”) but we use a different tool for making this relation
operational, namely, an ontology instead of truth values (see, for instance, Nirenburg et al. 1995).
We basically accept the premises of mental model theorists (e.g., Johnson-Laird 1983, Fauconnier

34. When such acquisition is done semiautomatically, people still check the automatically produced results.
If in the future a completely automatic procedure for knowledge acquisition is developed, this proce-
dure will be recognized as a model of human intuition about the world and its connection to the ontolo-
gy.



Page 80

1985) that such models are necessary for semantic description, in particular, for accommodating
entities that do not exist in the material sense. However, we take their concerns one step forward
in that we actually construct the mental models in the ontology and the knowledge base of
remembered instances. 

We agree with the role Wittgenstein and Wilks assign to the real world, that is the lack of its direct
involvement in the specification of meaning. We diverge from them in our preference for a meta-
language that is distinct from natural language in the definitions of its lexical and syntactic units.
Our position is explained by our desire to make meaning representation machine-tractable, that is,
capable of being processed by computers. This desideratum does not obtain in the Wittgenstein/
Wilks theoretical approach, whose motto, “meaning is other words,” seems, at least for practical
purposes, to lead to a circularity, simply because natural language is notoriously difficult to pro-
cess by computer, and this latter task is, in fact, the overall purpose and the starting point of the
work in the field. Note that in his practical work, Wilks, a founder of computational semantics,
does not, in fact, assume such a strong stance and does successfully use non-natural-language
semantic representations (e.g., Wilks and Fass 1992). 

This deserves, in fact, some further comment, underscoring the difference between Wilks, the
application builder, and Wittgenstein (and possibly Wilks again), the theorist(s). The later Wit-
tgenstein claim that “meaning is use” (see above) was non-representational: he and his followers
made it clear that there could not exist an x, such that x is the meaning of some linguistic expres-
sion y. Wilks does say, throughout his work, that meaning is other words and thus sounds perfectly
Wittgensteinian. In Wilks (1999), however, he finally clarifies an important point: for him, “other
words” mean a complex representation of meaning—not a simple one-term-like entity of “upper-
case” semantics. If this is the case, then not only is he Wittgensteinian, but so are Pustejovsky
(1995) as well as ourselves—but Wittgenstein is not! Moreover, being ontology-oriented, which
Wilks (1999) stops just barely short of, is then super-Wittgensteinian, as ontological semantics
leads to even more intricate representations of meaning. 

2.6.2.3  Premise 3: Machine Tractability
We are interested in machine-tractable representations of meaning (cf. Footnote 17 above)
because of another premise, namely, that meaning can be manipulated by computer programs. We
share this premise with many computational linguists and AI scholars but with few theoretical lin-
guists or philosophers of language. For ontological semantics machine tractability goes hand in
hand with the earlier premise of meaning representability. There are, however, some approaches
that subscribe to the premise of machine tractability but not to the premise of meaning represent-
ability, e.g., the word sense disambiguation effort in corpus-oriented computational linguistics
(e.g., Resnik and Yarowsky 1997, Yarowsky 1992, 1995, Cowie et al. 1992, Wilks et al. 1996,
Wilks and Stevenson 1997; see, however, Kilgariff 1993, 1997a,b, and Wilks 1997).

2.6.2.4  Premise 4: Qualified Compositionality
Another important theoretical premise in the field is compositionality of meaning. It essentially
states that the meaning of a whole is fully determined by the meanings of its parts and is usually
applied to sentences as wholes and words as parts. Ontological semantics accepts this premise,
but in a qualified way. The actual related premise in ontological semantics is as follows: while
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sentence meaning is indeed largely determined by the meanings of words in the sentence, there
are components of sentence meanings that cannot be traced back to an individual word and there
are word meanings that do not individually contribute to sentence meaning. A trivial example of
non-compositionality is the abundance of phrasal lexical units in any language. The main tradition
in the philosophy of language (formal semantics) has, since Frege (1892), accepted complete
compositionality as the central theoretical tenet. A variety of researchers have criticized this
hypothesis as too strong for natural language (e.g., Wilks 1982). We concur with this criticism.

2.6.3  Justification
The justification component of ontological semantics is responsible for answering questions
about why we do things the way we do. We see it as a process of reviewing the alternatives for a
decision and making explicit the reasons for the choice of a particular purview, of premises and of
the specific statements in the body. 

While descriptive adequacy is a legitimate objective, and simplicity, elegance, and parsimony are
generally accepted desiderata in any kind of scientific research, they are not defined specifically
or constructively enough to be directly portable to ontological semantics. In any case, we are not
sure to what extent the “Popperian justification tool” used in theoretical linguistics (see Section
2.3.4) is sufficient for ontological semantics or for the field of NLP in general. In fact, all debates
in the NLP community about ways of building better NLP systems contribute to the justification
of the (usually hidden) theories underlying the various methods and proposals—even when they
are directly motivated by evaluations of applications.

Still, what is descriptive adequacy in ontological semantics? Surely, we want to describe our data
as accurately as possible. To that end, it is customary in NLP to divide all the data into a training
component and a test component, on which the description, carried out using the training compo-
nent, is verified. 

In principle, every statement in ontological semantics may be addressed from the point of view of
justification. Thus, for example, in the Mikrokosmos implementation of ontological semantics, a
choice had to be made between including information about lexical rule content and applicability
in the lexicon or keeping it in a separate static knowledge source and using it at runtime (Viegas et
al. 1996). The decision was made in favor of the former option because it was found experimen-
tally that existence of exceptions to lexical rule applicability, which led some researchers to the
study of a special device, “blocking,” to prevent incorrect application (see Ostler and Atkins
1991, Briscoe et al. 1995), made it preferable to mark each pertinent lexical entry explicitly as to
whether a rule is applicable to it. Reasons for justifying a choice may include generality of cover-
age, economy of effort, expectation of better results, compatibility with other modules of the sys-
tem and the theory and even availability of tools and resources, including availability of trained
personnel. 

The above example justifies a statement from the body of ontological semantics. We discover,
however, that it is much more important and difficult to justify the purview and the premises of a
theory than its body. Moreover, we maintain that the same premises can be combined with differ-
ent bodies in the theory and still lead to the same results. The rule of thumb seems to be as fol-
lows: look how other NLP groups carry out a task, compare it with the way you go about it, and
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find the essential differences. As we already mentioned, sociologically speaking, this job is the
hardest within a large and homogeneous research community in which the examination of the the-
oretical underpinnings of the common activity may not be a condition of success. In what follows,
an attempt is made to justify each of the stated premises of ontological semantics in turn.

2.6.3.1  Why should meaning be studied and represented?
We believe that meaning is needed, in the final analysis, to improve the output quality of NLP
applications, in that it allows for better determination and disambiguation of structural, lexical
and compositional properties of texts in a single language and across languages, and thus for bet-
ter choices of target language elements in translation, or better fillers for information extraction
templates, or better choices of components of texts for summarization. Knowledge of meaning
presents grounds for preference among competing hypotheses at all levels of description, which
can be seen especially clearly in a system, where evidence in the left hand side of rules can be of
mixed—semantic, syntactic, etc.—provenance. 

Reticence on the part of NLP workers towards meaning description is not uncommon and is based
on the perception that the semantic work is either not well defined, or too complex, or too costly.
Our practical experience seems to have demonstrated that it is possible to define this work in rela-
tively simple terms; that it can be split into a small number of well-defined tasks (to be sure, a
comprehensive treatment of a number of “hard residue” phenomena, such as metaphor, may still
remains unsolved in an implementation, which is standard fare in all semantic analysis systems)
and that, for the level of coverage attained, the resource expenditure is quite modest. 

The above arguments are designed primarily for a debate with non-semantic-based rule-governed
approaches (see, e.g., the brief descriptions in Chapters 10, 11, and 13-15 of Hutchins and Somers
1992). Now, from the standpoint of corpus-based NLP, the work of semantics can be done by
establishing meaning relations without explaining them, directly, for example, on pairs of source
and target language elements in MT. The task of integrating a set of target elements generated on
the basis of a source language text through these uninterpreted correspondences into a coherent
and meaningful target sentence becomes a separate task under this approach. It is also addressed
in a purely statistics-based way by “smoothing” it, using comparisons with a target language
model in the statistical sense (Brown and Frederking 1995). 

2.6.3.2  Why is ontology needed?
It is practically and technologically impossible to operate with elements of the outside world as
the realm of meaning for natural language elements. Therefore, if one wants to retain the capabil-
ity of representing and manipulating meaning, a tangible set of meaning elements must be found
to substitute for the entities in the outside world. The ontology in ontological semantics is the next
best thing to being able to refer to the outside world directly. It is a model of that world actually
constructed so that it reflects, to the best of the researcher’s ability, the outside world (including
beliefs, non-existing entities, etc.). Moreover, the ontology records this knowledge not in a for-
mal, “scientific” way but rather in a commonsense way, which, we believe, is exactly what is
reflected in natural language meanings. 

There are computational approaches to meaning that do not involve an overt ontological level. We
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believe (and argue for it, for instance, in Nirenburg and Raskin 1996—cf. Chapter 4) that the
description of meaning is more overt and complete when the metalanguage used for this task is
independently and comprehensively defined. 

2.6.3.3  Why should meaning be machine tractable?
This premise is rather straightforward because it is dictated by the nature of the description and
applications of the theory. These descriptions and applications should be formulated so that they
can be incorporated as data, heuristics or algorithms in computer programs. Machine tractability
is not implied by the formality of a theory. For example, it is widely understood now, though not
for a long time, that a meticulous and rigorous logical formalism of Montague grammars is not
machine tractable (see Footnote 17 above) because, for one thing, it was never developed with a
computer application in mind and thus lacked the necessary procedurality.

A pattern of discrepancy between theoretical and machine-tractable formalisms extends beyond
semantics. Thus, attempts to develop a syntactic parser directly on the basis of early transforma-
tional syntax failed. This eventuality could be predicted if the term ‘generative’ in ‘generative
grammar’ were understood in its intended mathematical—rather than procedural—sense (see
Newell and Simon 1972). 

2.6.3.4  Why should meaning be treated as both compositional and non-compositional?
This premise is not shared by two groups of researchers. Some philosophers of language declare
their opposition to the notion of compositionality of meaning (e.g., Searle 1982b, who dismissed
the phenomenon as pure ‘combinatorics’35). This position also seems to follow from Wittgen-
stein’s anti-representationalist stance. Conversely, formal semanticists and most philosophers of
language rely entirely on compositionality for producing of meaning representations. As indicated
above, we hold ourselves accountable both for compositional and non-compositional aspects of
text meaning, such as phrasals, deixis and pragmatic meaning, and it is the existence of both of
these aspects that justifies this premise. 

2.7 “Post-Empirical” Philosophy of Linguistics

In this chapter, we have argued for the need for theory as well as for the philosophy of the field
underlying and determining the process of theory building. We have discussed the components of
a linguistic theory and argued that distinguishing them makes the task of theory building more
manageable and precise. We introduced and discussed several important parameters of theories.
We then extended the discussion of the philosophical matter of theory building into applications.
We finished by partially demonstrating how and why one sample parameter, albeit a crucially
important one, works on a particular theory.

The experience of working on ontological semantic implementations has been critical for this
effort. First, the complexity forced us to make many choices. Second, the necessity to make them

35. The paper published in the proceedings of the conference as Searle (1986) is the paper Searle had intend-
ed to deliver back in 1982. At the conference itself, however, he chose instead to deliver a philosopher’s
response to Raskin (1986), the other plenary paper, attacking primarily the compositional aspect of the
proposed script-based semantic theory.
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in a consistent and principled way has become evident. We were in the business of creating
descriptions; we were developing methodologies for producing those descriptions; and the format
of the descriptions and, therefore, the nature of the methodologies, are, we had established (see
Sections 2.4.2 and 2.5 above), determined by a theory. We needed to make this theory explicit,
and we needed a basis for those theories and for preferring one theory over the rest at numerous
junctures. All of that has led us to develop a somewhat uncommon, “post-empirical” philosophy,
and we would like to comment on this briefly.

A canonical relationship between theory and practice in science is that a theory precedes an
experiment (see, for instance, Hegel 1983, Kapitsa 1980). More accurately, a theoretical hypothe-
sis is formed in the mind of the scholar and an experiment is conducted to confirm the hypothesis
(or rather to fail to falsify it this time around, as Popper would have it—see 3.4 above). This kind
of theory is, of course, pre-empirical, and the approach is deductive.

In reality, we know, the scientist may indeed start with the deductive theory-to-practice move but
then comes back to revise the theory after the appropriate experiments in the reverse practice-to-
theory move, and that move is inductive36. The resulting approach is hybrid deductive-inductive,
which alternates the theory-to-practice and practice-to-theory moves and leads to the theory-to-
practice-to-theory-to-practice-to-theory-to-etc. string, which is interrupted when the scientist
completes setting up all the general rules of the body of a theory. This is, apparently, the content
of what we called post-empirical philosophy: surely, some metatheoretical premises—and, we
have progressively come to believe, even broader and less strict presuppositions of a general cul-
tural, social and historical nature—informed us before we started developing ontological seman-
tics. But it was the process of its implementation that clarified and modified those premises and
led to the specification of the theory underlying the implementation activity. 

When the general rules of the body of a theory are represented as, basically, universally quantified
logical propositions, such a theory falls within the 20th-century analytical tradition in philosophy.
Note that ontological semantics adopts the analytical paradigm—the only one recognized by lin-
guistics, computational linguistics, and AI—uncritically. Contrary to our principles of making
explicit choices on a principled basis, we never questioned the analytical paradigm and never
compared it to its major competitor in contemporary philosophy, namely, phenomenology.37

The above iterative deductive-inductive sequence shows that a theory can emerge post-empiri-
cally, and commonly they do, at least, in part. What is much less common, we believe—and we
made quite an effort to find a precedent for the position we propound here—is post-empirical phi-
losophy of science. In fact, there is an ongoing conflict between the philosophers of science and
scientists—or, more accurately, the active process of the two parties ignoring each other rather
than engaging in explicit mutual criticism. As Moody explains, “[t]he dynamics of this collabora-
tion are not always completely friendly. Certain philosophical conclusions may be unwelcome or

36. In contemporary psychology, unlike in science, the deductive cycle is excluded completely in favor of
the inductive one. In the dominant methodology, one goes into a series of masterfully designed experi-
ments with the so-called “null hypothesis” and strives to observe and formulate a theory from clustering
the results on the basis of some form of factor analysis or a similar evidence analysis method. For the
best work in the psychology of personality, for instance, see Ruch (1998) and references to his and his
associates’ work there.
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even unacceptable to the scientist, who may insist that she is the only one qualified to have an
opinion. This is especially likely when philosophers pass harsh judgment upon some research pro-
gram and its alleged findings” (1993: 5: cf. Footnote 29 above). 

And this brings us to what we consider the most important result of this exercise in the philosophy
of linguistics. Whether we have achieved what we set out to achieve in this chapter, there are two
uncommon perspectives that we have displayed here by virtue of the post-empirical nature of our
philosophy of science, as exemplified by our philosophy of linguistics. First, this philosophical
proposal is offered by two practicing scientists, and the proposal emerged from practice, which
effectively bridges the philosopher-scientist gap. Secondly, the practice demanded specific rec-
ommendations for significant (and tough) choices in theory building, thus pushing the philosophy
of science back to the essential “big” issues it once aspired to address. 

It is almost routine in contemporary philosophy itself to lament the predominance of highly
sophisticated, and often outright virtuoso, discussions of intricate technical details in a single
approach over consistent pursuits of major research questions. Our work seems to indicate that
there are—or should be—hungry consumers in academic disciplines, whose work needs answers
to these big questions, and these answers are expected to come from the philosophy of science.
Should it be a centralized effort for the discipline or should every scientist do the appropriate phi-
losophy-of-science work himself or herself as he or she goes? We have had to take the latter route,
that of self-sufficiency, and we cannot help wondering if we have done it right or was it more like
the Maoist attempt of the 1960s to increase the Chinese national steel production output by mak-
ing every family manufacture a little steel every day after dinner in their pocket-size backyard
blast furnace.

37. Unbeknownst to most scientists, including linguists, the analytical tradition has an increasingly popular
competitor in phenomenology, a view of the world from the vantage point of a direct first-hand experi-
ence. University philosophy departments are usually divided into analytical and phenomenological fac-
tions, and the latter see the intensional, explanatory generalizations of the former as, basically, arbitrary
leaps of faith, while the former see the anti-generalizational, extensional discussions of the latter as rath-
er a tortuous and unreliable way to... generalizations. Uneasy peace is maintained by not talking with
and not reading each other. According to Dupuy (2000: xii-xiii), this is mirrored on a much larger scale
in American academia by the phenomenological (post-structuralist, postmodernist) vs. analytical split
between the humanities and social sciences, respectively. Phenomenology sees itself as having been es-
tablished by Hegel (1931). Analytical philosophers see it as hijacked by Heidegger (1949, 1980), and
notoriously perverted by the likes of Derrida (e.g., 1967, 1987) into an easily reversible, anchorless, rel-
ativistic chaos of post-modernism that is easy for a scientist to dismiss offhand. However, the main-
stream Husserlian (1964, 1982) phenomenology is a serious and respectable alternative philosophical
view, except that it is hard for an analytically trained scientist to see how it can be applied. In an occa-
sional offshoot (see, for instance, Bourdieu’s 1977 “theory of practice”), phenomenology can even be
seen as coming tantalizingly close to the inductive approach within the analytical tradition. On the ana-
lytical side, Wittgenstein’s “meaning is use” and the ordinary-language philosophy (see 2.6.2.1 above)
come close to the phenomenological side but can be implemented with extensional, non-representation-
al corpus-based statistical methods.



3.  Ontological Semantics and the Study of Meaning in Linguistics, Philosophy 
and Computational Linguistics
This chapter contains a very brief survey of the study of meaning in linguistics and philosophy
(see Raskin 1983 and 1986 for a more detailed discussion). Its purpose is limited to placing onto-
logical semantics in the realm of linguistic and philosophical semantics.

3.1 Prehistory of semantics

Before the study of meaning emerged as a separate linguistic discipline in the late 19th century, a
number of disjoint ideas about meaning had accumulated over the millennia. For instance, Plato’s
“Kratylos” is devoted essentially to a discussion about whether words are natural and necessary
expressions of notions underlying them or merely arbitrary and conventional signs for these
notions, that might be equally well expressed by any other collection of sounds. The closely
related problem of sound symbolism has recurred ever since. In modern times, de Saussure’s
(1916), Jakobson’s (1965) and Benveniste’s (1939) debate on the arbitrariness of the linguistic
sign develops the same issue. The currently active area of word sense disambiguation can be
traced back at least to Democritus who commented on the existence of polysemy and synonymy
(1717; cf. Lurfle 1970). Modern work on diachronic changes in word meaning was anticipated by
Proclus (1987, 1989). Aristotle (1968) contributed to the definition of what we would now call the
distinction between open- and closed-class lexical items, a taxonomy of parts of speech and
another one for metaphors (or tropes). 

An ancient Indian (see, for instance, Zvegintzev 1964) school of linguistic thought was preoccu-
pied with the question of whether the word possesses a meaning in isolation or acquires it only in
a sentence. This argument was taken up by Gardiner (1951) and Grice (1957). Practical work with
meaning can be traced back to the Middle Ages and the trailblazing lexicographic and thesaurus-
building work by Arab scholars (see, for instance, Zvegintsev 1958). 

3.2 Diachrony of word meaning

In 1883, a French classical philologist Michel Bréal (1832-1915) published an article (see Bréal
1997) which contained the following passage: “The study where we invite the reader to follow us
is of such a new kind that it has not even yet been given a name. Indeed, it is on the body and the
form of words that most linguists have exercised their acumen: the laws governing changes in
meaning, the choice of new expressions, the birth and death of idioms, have been left in the dark
or have only been casually indicated. Since this study, no less than phonetics and morphology,
deserves to have a name, we shall call it semantics (from the Greek verb σηµαινειν  ‘to signify’),
i.e., ‘the science of meaning.’”38

Semantics was thus originally established as a historical discipline. This was not surprising in the

38. The word ‘semantics’ had, in fact, existed before. In the seventeenth century it was used by philosophers to
denote ‘the science of prediction of Fate on the basis of weather signs.’ Larousse's French dictionary defined ‘séman-
tique’ only a century ago as a science of directing troops with the help of signals. See Read (1948) for more informa-
tion on the term.
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post-Darwin era, when the historical approach was dominant in science. What Bréal, Hermann
Paul (1886), and Arsène Darmesteter (1887) initiated, and what was later continued by Wundt
(1921), Meillet (1922), Wellander (1973) and Sperber (1958), was: studying changes of meaning,
exploring their causes, classifying them according to logical, psychological and/or other criteria,
and, if possible, formulating the general ‘laws’ and tendencies underlying such changes. The
examples below illustrate the types of phenomena discussed by Bréal and his colleagues.

Bréal (1897) was also the first to introduce what we would now call lexical rules (“laws,” in his
terminology). Thus, he talks about the diachronic law of specialization (lexicalization or degram-
maticalization, in current terminology), according to which words undergo change from synthetic
to analytical expression of grammatical meaning, e.g., Latin: fortior > French: plus fort. Bréal’s

Table 3: Examples of Meaning Change

Type of 
Change Language Word Old meaning New meaning

Restriction

Latin felix female of any animal pussycat

Latin fenum produce hay

Greek possessions cattle

German Mut(h) soul, intelligence courage

English meat food meat

Expansion

French gain harvest produce, result

French temps temperature weather

French briller beryl shine

English dog dachshund dog

Metaphor
Latin putare count think

Latin aestimare weigh the money evaluate

English bead prayer bead

Concretion

Latin vestis the action of dressing vest, jacket

Latin fructus enjoyment fruit

Latin mansio stopping mansion

English make love court have sex

Abstraction Latin Caesar Caesar caesar, emperor

English Bismarck Bismarck great statesman
Page 87



law of differentiation says that synonyms tend to differentiate their meaning diachronically: thus,
the Swiss French païle changed its neutral meaning of 'room' for that of 'garret,' after the French
chambre had ousted it. The law of irradiation (analogy, in modern terms) deals with cases when
an element of a word assumes some component of the word’s meaning and then brings this mean-
ing over to other words in which it occurs: e.g., the Latin suffix -sco acquired its inchoative
(‘beginning’) meaning in such words as adolesco, ‘to grow up to maturity,’ and later irradiated
that meaning into maturesco, ‘to ripen,’ or marcesco, ‘to begin to droop’ (in a contemporary
American English example, -gate acquired the meaning of ‘scandal’ in Watergate and contributed
this meaning to many other names of scandals, e.g., Koreagate or Monicagate).

3.3 Meaning and reference.

The next major question that interested semanticists was the relation between word meaning and
the real world (that is, the entities to which words referred). The distinction between meaning and
reference was introduced in logic by Frege (1892).39 To illustrate the difference between meaning
and reference, Frege used the following example: the expressions Morning Star and Evening Star
have a different meaning (stars appearing in the morning and evening, respectively) but refer to
the same entity in the world, the planet Venus. 

The distinction was introduced into linguistic semantics by Ogden and Richards (1923) who pre-
sented it as the triangle:

According to Ogden and Richards, the thought of reference symbolizes the symbol and refers to
the referent. The relationship between the symbol and the referent is, thus, indirect (“imputed”). 

By postulating the disconnect between the word (symbol) and the thing it refers to (referent), a
revolutionary idea at the time, Ogden and Richards attempted to explain the misuse and abuse of
language. For instance, language is often used to refer to things that do not, in fact, exist. As pre-
scriptive linguists, they believed that, if only people used words right, many real world problems
would disappear. In this, they anticipated the concerns of the general semanticists, such as

39. Frege (1952b) actually used the term Sinn ‘sense’ for meaning and Bedeutung ‘meaning’ for reference.

Thought of Reference

Symbol Referent
 Figure 17. Ogden and Richards’ original word meaning triangle. A language symbol (a word) does not 

directly connect with its referent in the world. This connection is indirect, through a mental 
representation of the element of the world.
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Korzybski, whose most well-known book was, in fact, entitled “Language and Sanity” (1933),
and Hayakawa (1975). Ogden and Richards, thus, proceeded from the assumption that speakers
can avoid “abusing” language, that is, that language can and should be made, in some sense, logi-
cal. Carnap (1937) was, independently, sympathetic to this concern and tried to develop principles
for constructing fully logical artificial languages for human consumption. Wittgenstein (1953:
19e) would make a famous observation that “philosophical problems arise when language goes on
holiday” that resonates with the original thinking of Ogden and Richards.40 

3.4 The Quest for Meaning Representation I: From Ogden and Richards to Bar-Hillel

While Ogden and Richards identified the symbols with words and the referents with things in the
world, they made no claim about the nature of the thought of reference (that is, meaning). Stern
(1931) placed the latter in the domain of ‘mental content’ situated in the mind of the speaker. In
this, he anticipated work on mental models (e.g., Miller and Johnson-Laird 1976), mental spaces
(Fauconnier 1985) and artificial believers (e.g., Ballim and Wilks 1991). Over the years, there
have been several types of reaction to the task of meaning representation, and various researchers
have opted for quite different solutions.

3.4.1  Option 1: Refusing to Study Meaning
Stern postulated the nature of meaning but said nothing about how to explore it. Of course, it is
not at all clear how to go about this task of describing something which is not as directly observ-
able as words or real-world objects. In the behaviorist tradition, ascendant in the USA roughly
between 1920 and 1960, the study of unobservable objects became unacceptable. That is why
Bloomfield (1933) declared that meaning is but a linguistic substitute for the basic stimulus-
response analysis of human behavior. In his classical example, he described the behavior of a
human being, Jill. When she is hungry (stimulus) and sees an apple (another stimulus), she picks
it up and eats it (response). Stimuli and responses need not be real-life states of affairs and actions.
They can be substituted for by language expressions. Thus, in the situation above, Jill may substi-
tute a linguistic response for her action by informing Jack that she is hungry or that she wants the
apple. This message becomes Jack’s linguistic stimulus, and he responds with a real-life action.
Thus, Bloomfield does not reject the concept of meaning altogether. However, it is defined in
such a way that the only methodology for discovering and describing, for instance, the meaning of
a particular word, is by observing any common features of the situations in which this word is
uttered (cf. Dillon 1977). 

Without any definition of the features or any methods or tools for recording these features, this
program is patently vacuous. Bloomfield considered the task of providing such definitions and
methods infeasible. As a result, he did the only logical thing: he declared that semantics should
not be a part of the linguistic enterprise. This decision influenced the progress of the study of
meaning in linguistics for decades to come. Indeed, until Katz and Fodor (1963), meaning was

40. Another foresight of Ogden and Richards that took wing in later years was the idea of expressing meanings using
a limited set of primitives (“Basic English”). This idea anticipates componential analysis of meaning (e.g., Bendix,
1966). A similar direction of thought can be traced in the works of Hjelmslev (e.g., 1958) and some early workers in
artificial intelligence (Wilks 1972, Schank 1975).
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marginalized in linguistics proper, though studied in applied fields, such as anthropology—which
contributed to the genesis of componential analysis of word meaning—or machine translation—
which has maintained a steady interest in (lexical) semantics. Thus, a pioneer of machine transla-
tion stated: “...MT is concerned primarily with meaning, an aspect of language that has often been
treated as a poor relation by linguists and referred to psychologists and philosophers. The first
concern of MT must always be the highest possible degree of source-target semantic agreement
and intelligibility.   The MT linguist, therefore, must study the languages that are to be mechani-
cally correlated in the light of source-target semantics.” (Reifler 1955: 138).

3.4.2  Option 2: Semantic Fields, or Avoiding Metalanguage
Before componential analysis emerged as a first concrete approach to describing word meaning,
Trier (1931), Weisgerber (1951) and others distinguished and analyzed ‘semantic fields,’ that is,
groups of words whose meanings are closely interrelated. A simple topological metaphor allowed
the authors to position the words with ‘contiguous’ meanings next to each other, like pieces of a
puzzle. The original semantic fields defined contiguity on a mixture of intuitive factors including,
among others, both the paradigmatic (synonymy, hyperonymy, antonymy, etc.) and the syntag-
matic (what we today would call thematic or case-role) relations among word meanings. Charac-
teristically, none of these relations were either formally defined or represented in the semantic
fields: in other words, the semantic field approach explored semantics without an overt metalan-
guage. In this sense, semantic fields anticipated a direction of work in corpus linguistics in the
1990s, where paradigmatic relations among word meanings are established (but once again, with
neither word meanings nor semantic relations overtly defined or represented) by automatically
matching the contexts in which they are attested in text corpora. It is not surprising that the same
corpus linguists have widely used thesauri (originating in modern times with Roget 1852), practi-
cal lexicographic encodings of the intuitive notion of semantic fields that, in fact, predated the
work on semantic fields by almost a century. 

Hjelmslev (1958) compared semantic fields across different languages. This gave him the idea
about determining the minimal differentiating elements (‘semes,’ in Hjelmslev’s terminology) of
meaning which would allow to describe word meaning in any language. Not only do the semes
provide a bridge to componential analysis, they also anticipate modern work in ontology. The
notion of semantic fields was given an empirical corroboration when Luria (e.g., Vinogradova and
Luria 1961) showed through a series of experiments that human conditional reflexes dealing with
associations among words are based on the speaker’s subconscious awareness of structured
semantic fields. 

3.4.3  Option 3: Componential Analysis, or the Dawn of Metalanguage
The anthropologists Kroeber (1952), Goodenough (1956) and Lounsbury (1956) suggested a set
of semantic features (components) to describe terms of kinship in a variety of cultures. Using an
appropriate combination of these features, one can compose the meaning of any kinship term.
Thus, the meaning of ‘father’ is the combination of three feature-value pairs: {GENERATION: -1;
SEX: male; CLOSENESS-OF-RELATIONSHIP: direct}. If the approach could be extended beyond
closed nomenclatures to cover the general lexicon, this would effectively amount to the introduc-
tion of a parsimonious metalanguage for describing word meaning, as relatively few features
could be used in combinations to describe the hundreds of thousands of word meanings, presum-
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ably, in any language. Leaving aside for the time being the unsolved (and even unstated) issue of
the nature of the names for the component features (are they words of English or elements of a
different, artificial, language?), the componential analysis hypothesis promised exciting applica-
tions in practical lexicography, language training and computer processing of language.

It was shown later by Katz and Fodor (1963) that the general lexicon could be represented using a
limited number of semantic features only if one agreed to an incomplete analysis of word mean-
ing. They called the ‘residue’ of the word meaning after componential analysis ‘the semantic dis-
tinguisher’ and did not analyze that concept any further. Thus, one of the senses of the English
word bachelor was represented by the set of componential features (‘semantic markers’ to Katz
and Fodor) of (Human) (Adult) (Male) and the semantic distinguisher [Who has never married].
This meaning is, for Katz and Fodor, a combination of the meaning of man, derived fully compo-
nentially, and an unanalyzed residue. Katz and Fodor realized, of course, that each such residue
could be declared another marker. However, this would have led to unconstrained proliferation of
the markers, which would defeat the basic idea of componential analysis: describing many in
terms of few. 

3.4.4  Option 4: Logic, or Importing a Metalanguage
Greenberg (1949) introduced first-order predicate calculus as the metalanguage for componential
analysis. As a result, various features (components) were assigned different logical status. Some
were predicates, others, arguments; still others, functors. Thus, if xPy is defined as ‘x is a parent of
y,’ f is defined as ‘female,’ u ≠ v and x ≠ y, then (∃ u)(∃ v)[uPx & uPy & vPx & vPy & x=f] means
‘x is a sister of y.’ Greenberg demonstrated that his system was, indeed, capable of expressing any
kind of kinship relationship. It was not important for him that his formulae could be expressed in
a number of ways in natural language, not always using strictly synonymous phrases; e.g., the for-
mula above can be expressed as ‘y has a sister,’ ‘y is a brother or sister of x’ or even ‘u and v have
at least two children, and one of them is a girl.’ If a relationship—for instance, equivalence—is
posited for two formulae, the result is a true or false statement. Also, formulae usually have entail-
ments, e.g., that u and v in the formula above are not of the same sex. The categories of truth and
entailment, while peripheral for an empiricist like Greenberg, are central to any approach to
semantics based on logic.

While Greenberg used mechanisms of logic to analyze word meaning, the main thrust of the logi-
cal tradition in the study of language had been to apply its central notion, the proposition, to the
study of the sentence. Extending the Ogden and Richards’ triangle to sentence level from word
level, we obtain the following relationships:
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The logicians renamed the labels of the nodes in this triangle with terms defined inside their sys-
tem:

The main difference between the logical triangle in Figure 19 and that the one in Figure 18 is that,
in the former, none of the elements relates directly to natural language. A proposition is the result
of a translation of a sentence into the metalanguage of logic. Its extension (also referred to as
‘denotation’) is formally defined as the truth value of the proposition, realized as either ‘true’ or
‘false.’ The intension of a proposition is defined as a function from the set of propositional indi-
ces, such as the speaker, the hearer, the time and location of the utterance and a ‘possible world’ in
which it is uttered, to the proposition’s extension (see, e.g., Lewis 1972). While these definitions
are very natural from the point of view of logic, we will argue later that, outside of it, they are not
necessarily so. 

Bar-Hillel (1970: 202-203) characterized the overall program of exploring language using the tool
of formal logic as follows: “It seems that... the almost general attitude of all formal logicians was
to regard [semantic analysis of natural language] as a two-stage affair. In the first stage, the origi-
nal language formulation had to be rephrased, without loss, in a normalized idiom, while in the
second stage, these normalized formulations would be put through the grindstone of the formal
logic evaluator.... Without substantial progress in the first stage even the incredible progress made
by mathematical logic in our time will not help us much in solving our total problem.” The first

Sentential meaning

Sentence Fact / Situation / State of Affairs
 Figure 18. Ogden and Richards’ triangle extended to sentence level from word level

Intension

Proposition Extension
 Figure 19. The meaning triangle at the sentence level, using logicians’ terms.
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stage may have been motivated by the desire—shared by such very different scholars as Ogden
and Richards, on the one hand, and Carnap, on the other—to make natural language more logical
and thus to avoid obfuscation through polysemy, use of metaphor and other phenomena that make
semantic analysis difficult. Another related goal was to cleanse language of references to nonex-
istent entities that make analysis through logic impossible. Indeed, had this goal been achieved,
Russell (1905; see also Frege 1952a) would not have had to devote so much thought to the issue
of the truth value of the proposition contained in the utterance The present king of France is bald.

The implementation of the first of Bar-Hillel’s two stages of the logic program for semantics
would have enabled the second stage to express a complete analysis of the meaning of natural lan-
guage utterances in logical terms. The development of the second stage proved much more attain-
able (provided one assumed the success of the first stage). Given this assumption, the second
stage was able to concentrate on such purely technical issues in logic as the calculation of truth
values of complex propositions, given the truth values of their components; truth preservation in
entailments; or the assignment of appropriate extensions to entities other than objects and propo-
sitions (for instance, events or attributes). 

Bar-Hillel’s charge concerning the first stage of the program of logic vis-a-vis language could, in
fact, be mitigated if one took into account the attempts by logicians to account at least for the syn-
tactic properties of natural language sentences. Ajdukiewicz’s (1935) work that eventually led to
the development of categorial grammar (Bar-Hillel 1953), was the first attempt to describe phrase
and sentence structure formally. The grammar introduces two basic notions—the sentence (S) and
the noun (N)—and presents the syntactic value of the sentence as the product of its constituents.
Thus, a one-place predicate, such as sleep in George sleeps obtains the value of S/N, which means
that it is the element which, when a noun is added to it, produces a sentence (N × S/N = S). Simi-
lar formulae were built for other types of predicates, for modifiers, determiners and other lexical
categories. This work was the first example of the logical method applied to a purely linguistic
concern, falling outside the program of logic proper. Indeed, it deals, though admittedly not very
well, with the syntax of natural language, which is much more complex than the formal syntax of
a logical system. 

Ajdukiewicz’s work seems also to have first introduced into linguistics and logic the idea of a pro-
cess through which one can compose a characterization of a complex entity out of the character-
izations of its constituents. After Ajdukiewicz, Bar-Hillel and Chomsky, among others, applied
this method to syntax of natural language without necessarily preserving the original formalism.
Later, Katz and Fodor in linguistic semantics and Montague within the logic camp extended this
method to deriving the meaning of a sentence from the meanings of its constituents. Work on
compositional syntax led to ideas about the compositional derivation of sentence meaning from
meanings of phrases and the latter, from meanings of words. 

3.5 The Quest for Meaning Representation II: Contemporary Approaches

3.5.1  Formal Semantics
Semantic compositionality (see, for instance, Partee 1984a) deals with the contribution of sen-
tence constituents to the truth value of a proposition expressed by a sentence. The basic process of
calculating truth values resembles syntactic analysis in categorial grammar, with sentence constit-
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uents being assigned labels in which the syntactic category S is replaced by the truth value t.
Thus, the extension of a simple proposition like George snores, denoted (cf. Heim and Kratzer
1998) as [[George snores]], is defined as a function of [[snores]] called with the argument
[[George]], or [[George snores]] = [[snores]] ([[George]]). If the proposition George snores is
true (which it is if George, in fact, snores), the formula becomes t = [[snores]] ([[George]]). More
generally, for one-place predicates like snore, t = [[predicate]] ([[argument]]. Conflating logical
terms with lexical categories, as is customary in formal semantics, we can write t = [[V]]([[PrN]]),
where V stands for verb and PrN, for proper noun. 

It is precisely this operation of assigning appropriate extensions to the components of a proposi-
tion that is described as “...a principle of compositionality, which states that the meaning of a
complex expression is determined by the meaning of its constituents and the manner in which
they are combined” (Ladusaw 1988:91). Let us see how this program for formal semantics han-
dles the following four central issues on its agenda (op.cit.: 92): “1. What is the formal character-
ization of the objects which serve as semantic representations? 2. How do these objects support
the equivalence and consequence relations which are its descriptive goal? 3. How are expressions
associated with their semantic representations? 4. What are semantic representations? Are they
considered to be basically mental objects or real-world objects?”

The formal characterization of semantic representations refers to the metalanguage of double
brackets for representing extensions. By contributing correctly to the calculation of the truth value
of the propositions, these representations clearly support such truth value-based relations as
equivalence, consequence (entailment) and all the others. The expressions are associated with
their semantic representations by the act of assignment. Whether semantic representations are
mental or real-world objects does not directly influence the compositional process, though this
issue is the object of active research and debate (with, e.g., Fodor and Lepore 1998 and Faucon-
nier 1985 arguing for the mentalist position; and, e.g., Barwise and Perry 1983 contributing to the
opposing view). 

Thus, on their own terms, formal semanticists can declare that their program indeed responds to
the four questions they consider central to the semantic enterprise. As a result, the bulk of the
research focuses on the refinement of the logical formalism and extension assignments, and on
extending the range of linguistic examples that can illustrate the appropriateness of the logical
formalism. Over the years, formal semantics has concentrated on studying the meaning of the
syntactic classes of nouns and verbs, thematic roles, space (including deixis), aspect, tense, time,
modality, negation and selected types of modification, with the greatest amount of effort devoted
to the issue of quantification. Practically any book or article on formal semantics has been
devoted to a subset of this inventory (see Montague 1974; Dowty 1979; Dowty et al. 1981; Partee
1973, 1976; Hornstein 1984; Bach 1989; Chierchia and McConnel-Ginet 1990; Frawley 1992;
Cann 1993; Chierchia 1995; Heim and Kratzer 1998). 

As was already mentioned, the truth value of a proposition establishes a direct relation between
the sentence containing the proposition and the state of affairs in the world, that is, between lan-
guage and the extralinguistic reality that language “is about” (Ladusaw 1988: 91; Chierchia and
McConnell-Ginet 1990:11). This tenet is so basic and essential to the formal semantics program
that the truth values assume the dominant role in it: only issues that lend themselves to truth-con-
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ditional treatment are added to the inventory of formal semantics tasks. As a result, many issues
escape the attention of formal semanticists, in other words, are declared to be outside the purview
of this approach. Among the important issues that cannot be treated using truth values are conver-
sion of natural language sentences into logical propositions41 (cf. Bar-Hillel’s comment on the
subject discussed in 3.1.4.4 above); representation of lexical meanings for most open-class lexical
items,42 which would enable a substantive representation for the meaning of a sentence; as well as
the resolution of most kinds of semantic ambiguity, notably, every ambiguity not stemming from a
syntactic distinction. 

The insistence on using truth values as extensions for propositions leads to assigning the same
extension to all true propositions, and thus effectively equating, counterintuitively, all sentences
expressing such propositions. The formal semanticists perceived both this difficulty and the need
for overcoming it: “... if sentences denote their truth values, then there must be something more to
sentence meaning than denotation, for we don’t want to say that any two sentences with the same
truth value have the same meaning” (Chierchia and McConnell-Ginet 1990:57). So, the category
of intension was introduced to capture the differences in meaning among propositions with the
same extension. If one uses the standard definition of intension (see 3.1.4.4 above), such differ-
ences can only be represented through different values of the intensional indices. As the set of val-
ues of the speaker, the hearer, the time and place of the utterance is insufficient to capture realistic
semantic differences, the set of all objects mentioned in the propositions is added as another index
(see, e.g., Lewis 1972). This addition preempts the necessity to explain the semantic difference
between two sentences pronounced in rapid succession by the same speaker in the same place and
intended for the same hearer simply by the minuscule difference in the value of the time index.
For example, if Jim says to Rémi in Las Cruces, NM, on September 15, 1999 at 14:23:17, The
new computer is still in the box and, at 14:23:19, Evelyne is still in Singapore, the index values
{computer, box} and {Evelyne, Singapore}, respectively, distinguish the propositions underlying
these utterances much more substantively than the two-second difference in the value of the time
index. 

The sentence The new computer is still in the box shares all the index values with such other sen-
tences as The computer is in the new box, The old computer is in the box, The box is behind the
new computer, The new computer resembles a box, and many others. These sentences obviously
differ in meaning, but the intensional analysis with the help of the indices, as defined above, fails
to account for these differences. The only method to rectify this state of affairs within intensional
analysis is to introduce new indices, for instance, a predicate index, an index for each attribute of
each predicate and object, etc. In other words, for an adequate account of all semantic differences
among sentences, the framework will need an index for every possible meaning-carrying linguis-
tic entity that might occur in the sentence. When this is achieved, it will appear that the original
indices of speaker, hearer, time and place prove to contribute little, if anything, to the representa-

41. On the one hand, the same proposition can be expressed in a language using any sentence from an often
large set of paraphrases. On the other hand, the same sentence expresses a proposition and all of its log-
ical equivalents. 

42. Marconi (1997: 1) seems to make a similar argument: “...I concentrated on the understanding of words:
not words such as ‘all,’ ‘and,’ and ‘necessarily’ but rather words such as ‘yellow,’ ‘book,’ and ‘kick’
[because] the research program generated within the traditional philosophical semantics stemming from
Frege... did not appear to adequately account for word meaning.” 
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tion and disambiguation of sentence meaning.43 

While this method of extending the intensional analysis of meaning is plausible, it has not been
pursued by formal semantics.44 This is not because formal semanticists did not recognize the
problem. Kamp (1984:1) formulated it as follows:

“Two conceptions of meaning have dominated formal semantics of natural language. The first of
these sees meaning principally as that which determines conditions of truth. This notion, whose
advocates are found mostly among philosophers and logicians, has inspired the disciplines of
truth-theoretic and model-theoretic semantics. According to the second conception, meaning is,
first and foremost, that which a language user grasps when he understands the words [sic!] he
hears or reads. The second conception is implicit in many studies by computer scientists
(especially those involved with artificial intelligence), psychologists and linguists—studies which
have been concerned to articulate the structure of the representations which speakers construct in
response to verbal input.” 

Kamp adhered to both of these conceptions of meaning. His Discourse Representation Theory
(DRT) proposed to combine the two approaches, specifically, by adding to the agenda of formal
semantics a treatment of co-reference and anaphora. He suggested that, in the mind of the speaker,
there exists a representation that keeps tabs on all the arguments of all predicates that helps to rec-
ognize deictic antecedents and referents of all definite descriptions. This proposal amounts to add-
ing another index to intensional semantics, which is definitely useful. However, the same
discourse representation structure will still represent sentences with different meanings. In other
words, even after Kamp’s enhancements, formal semantics will still assign the same sets of index
values to sentences with different meanings. 

Barwise and Perry (1983) took a completely different road to obviating the difficulties stemming,
in the source, from the foundational tenet of reliance on truth values. They declared that the exten-
sion of a proposition is not a truth value but rather a complex entity they called the ‘situation.’
This extension was rich enough to allow for semantically different sentences to have different
extensions, which made the account much more intuitive and closer to what “a language user
grasps” about meaning, thus bridging the gap mentioned by Kamp. Their approach ran into two
kinds of difficulties. First, there are no tools to describe actual situations within the arsenal of for-
mal semantics, including neither a methodology nor a tradition of large-scale descriptive work,
and Barwise and Perry did not attempt to borrow that expertise from elsewhere, e.g., field linguis-
tics. Second, they came under attack from fellow logicians and philosophers of language for using
a category, situation, which was dangerously close to the category of fact, which, in turn, had long
been known to philosophers as practically impossible to define and manipulate properly (Austin
1962, cf. 1961a,b).45

43. It is possible, however, that these indices may prove very important, for example, in applications, such as
systems devoted to question answering based on inferences about facts in the Fact DB.

44. Instead, when intension is discussed at all in formal semantics (e.g., Ladusaw 1988, Chierchia and Mc-
Connell-Ginet 1990), it is typically limited to the issue of truth values in the so-called ‘opaque’ con-
texts, such as the belief sentences

45. The problem with the category of fact in philosophy has been essentially that any candidate fact could be
easily shown to be an aggregate of other facts. This search for the elementary (or primitive) fact
stemmed, of course, from the axiomatic theory paradigm which requires a postulated finite set of primi-
tives. 
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3.5.2  Semantic vs. Syntactic Compositionality
Sentences are syntactically compositional because they consist of clauses, which, in turn, consist
of phrases, which, in turn, consist of other phrases and words. In other words, saying that sen-
tences are syntactically compositional is tantamount to saying that they have syntactic structure.
Sentence meaning is compositional because, to a large extent, it depends on a combination of the
meanings of sentence constituents, which implies the concept of semantic structure. That both
syntactic structure and semantic structure are compositional does not imply that the two structures
are in any sense isomorphic or congruent: in other words, it does not follow that the syntactic and
semantic constituents are the same. 

Formal semanticists are aware of the possible distinctions between the shape of the syntactic and
semantic structures. “In theory, the semantically relevant structure of a complex expression like a
sentence may bear little or no relation to the syntactic structure assigned to it on other linguistic
grounds (on the basis, for example, of grammaticality judgments and intuitions about syntactic
constituency)” (Chierchia and McConnell-Ginet 1990: 91). 

Having observed a parallelism between the (morphological) lexicon and phrase structure rules in
syntax, on the one hand, and the (semantic) lexicon and compositional rules in semantics, on the
other, Ladusaw observes that “[t]he distinction between lexical and compositional in semantics is
not necessarily the same as between lexical and phrasal in syntax. Polymorphemic words may
have completely compositional meanings and apparently phrasal constituents may have idiomatic
meanings. See Dowty (1978) and Hoeksma (1984) for a discussion of the relationship between
compositionality and the lexical/syntactic distinction.” 

We basically agree with this observation, though we believe that it does not go far enough in stat-
ing the inherent discrepancies between syntactic and semantic compositionality. First, experience
in multilingual descriptive work clearly shows that word boundaries and, therefore, the demarca-
tion lines between morphology and syntax, are blurred and unimportant for grammatical descrip-
tion (see, e.g., Kornfilt 1997 on Turkish agglutination or Dura 1998 on Swedish compounding).
Second, even a non-polymorphemic word may have a compositional meaning, as Postal (1971)
showed on the example of the English remind, which he analyzed as STRIKE + SIMILAR. Raskin
and Nirenburg (1995) identifies many cases of syntactic modification (such as adjective-noun
constructions), in which no semantic modification occurs: thus, occasional pizza actually means
that somebody eats pizza occasionally, and good film means that somebody watches the film and
likes it. 

Unfortunately, as formal semanticists readily admit, the reality of research in the field with regard
to the relationship between syntactic and semantic compositionality is different: “In practice,
many linguists assume that semantics is fed fairly directly by syntax and that surface syntactic
constituents will generally be units for purposes of semantic composition. And even more lin-
guists would expect the units of semantic composition to be units at some level of syntactic struc-
ture, though perhaps at a more abstract level than the surface” (Chierchia and McConnell-Ginet
1990: 91). We could not have said this better ourselves (see, however, Nirenburg and Raskin
1996; see also Chapter 4). 
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3.5.3  Compositionality in Linguistic Semantics
Similarly to formal semanticists, Katz and Fodor (1963) believed that semantic composition-

ality is determined by syntactic compositionality. Their semantic theory, the first linguistic theory
of sentence meaning, was conceived as a component of a comprehensive theory of language com-
petence which had at its center a syntactic component, specifically, the transformational genera-
tive grammar. The comprehensive theory implied an order of application of the constituent
theories, with the output of the syntactic component serving as the input for the semantic compo-
nent. 
Having realized that Chomsky’s syntax was a model of the speakers’ grammatical competence,
more specifically, their ability to judge word strings as well-formed or not well-formed sentences
of a language, Katz and Fodor extended the same approach to semantics. Only instead of well-
formedness (or grammaticality), they were interested in the speakers’ judgments of meaningful-
ness. They defined semantic competence as a set of four abilities: 

• determining the number of meanings for each sentence;
• determining the content of each meaning;
• detecting semantic anomalies in sentences; and
• perceiving paraphrase relations among sentences.
Their semantic theory consists of two components: the dictionary and the compositional projec-
tion (or amalgamation) rules. In the dictionary, each entry contains a combination of lexical cate-
gory information, such as common noun, with a small number of general semantic features (see
3.1.4.3 above). Starting at the terminal level of the phrase structure represented as a binary tree,
the projection rules take pairs of lexical entries that were the children of the same node and amal-
gamate their semantic markers. A special rule is devised for each type of syntactic phrase. The
procedure continues until the semantics of the root node of the tree, S, is established. For example,
the head-modifier projection rule essentially concatenates the semantic features in the entries for
the head and the modifier. A more complex verb-object rule inserts the entry for the object NP
into the slot for object in the verb’s entry. A special slot in the entries for nominal modifiers and
verbs lists selectional restrictions (represented as Boolean combinations of semantic features) that
constrain the modifier’s capacity to combine with particular heads and the verb’s capacity to com-
bine with certain verbal subjects and objects, respectively. Projection rules fire only if selectional
restrictions are satisfied. Otherwise, the sentence is pronounced anomalous. 

Katz and Fodor’s was the first theory that combined lexical and compositional semantics. They
were also the first to address explicitly the purview of their enterprise and deliberately to con-
strain it. While semantic competence, as the authors defined it, obviously includes the speaker’s
capacity to understand each sentence in context, Katz and Fodor saw no way of accommodating
this capability within a formal theory. Instead, they declared the sentence meaning “in isolation”
to be the only viable goal of their, and any other, theory. Without the disambiguating role of the
context, this results in a counterintuitive treatment of virtually any sentence as ambiguous. In
other words, they did not have a procedure for determining which of the potential meanings of a
sentence was appropriate in a text. They could claim, however, that this latter task was not one of
the four aspects of semantic competence that their theory was set up to model. While this claim
was correct, it led to a serious discrepancy between the goal of their theory and the actual seman-
tic competence of the speakers. This amounted to trading a real and necessary but seemingly unat-
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tainable goal for a well-defined and specially designed objective that seemed attainable. In this
respect, there is no theoretical difference between Katz and Fodor’s substitution and the decision
to study truth values in lieu of meaning on the part of formal semanticists, except that Katz and
Fodor were aware of the substitution and open about it. It matters also, of course, that their theory
produced a list of possible meanings out of which the desired one could be selected. 

The appearance of Katz and Fodor’s article, followed by Katz and Postal (1964), had the effect of
energizing research on compositional semantics within linguistics. Many leading linguists com-
mented on this theory, often criticizing quite severely its various tenets, with the curious excep-
tion of the above meaning-in-isolation flaw. Thus, Weinreich (1966) perceptively accused Katz
and his co-authors of having no criteria for limiting the polysemy in their dictionary entries.
Lakoff (1971) convincingly showed that in order for the proposed semantic theory to work, the
overall “architecture” of the linguistic theory needed to be changed. Staal (1967) and Bar-Hillel
(1967) observed that the proposed theory could not accommodate such important semantic rela-
tion as the conversives, e.g., buy / sell. Nonetheless, no critic of Katz and his co-authors (see,
however, Raskin 1986) attacked their four-part agenda (even though the issue of paraphrases was
manifestly ignored in the theory46), and it has proved useful to gauge any subsequent semantic
proposals against the background of Katz and Fodor’s theory. 

Remarkably, Katz and Fodor achieved their compositional semantic goals without feeling any
need for truth values, which is, of course, directly opposite to the formal semantics approach.
Another related difference is Katz and Fodor’s emphasis, often exaggerated by their critics, on
disambiguation while formal semantics has no interest and no tools for dealing with the problem.
The response to Katz and Fodor’s theory from formal semanticists was seminally formulated by
Lewis (1972), who pointed out the failure of their semantic features, markers and distinguishers
(which, for him, were just words in “Markerese”), as failing to relate language to the extralinguis-
tic reality. It was as an alternative to Katz and Fodor’s theory that Lewis formulated the first cohe-
sive proposal of intensional semantics. 

As we discuss in 2.6.2.2 above and 3.3.3.2 below, the position of ontological semantics is differ-
ent from both Katz and Fodor’s and Lewis’. We only partially agree with Jackendoff (1983: x)
that “the standard notions of truth and reference play no significant role in natural language
semantics.”47 First, we maintain that reference is relevant for the study of co-reference and ana-
phora (both of which, in ontological semantics, are subsumed by the phenomenon of reference)
relations in text. Second, while we agree that truth plays no role in the speaker’s processing of

46. Contrary to the initial implication by Katz and Fodor, paraphrases would not get identical semantic inter-
pretations in the theory, and an additional apparatus would be necessary to establish the appropriate
equivalences. Formal semanticists are right in claiming an advantage in this respect because their “se-
mantic representations are logical formulas from an independently defined logic [, which] allows the
theory to incorporate all of the familiar logic equivalences” (Ladusaw 1988: 92). 

47. The linguistic tradition of rejecting truth-conditional semantics dates back at least to Wilson (1975) who
accused it of impoverishing the treatment of meaning in language, of using entailment and truth condi-
tions in ways that are too wide for linguistic semantic purposes and of being unable to treat non-declar-
atives. Even more devastatingly, we think, is the fact that using truth values creates pseudo-problems in
linguistic semantics: thus, the sentence The present king of France is bald is seen as highly problematic
by formal semantics because it has no truth value; it is, however, perfectly meaningful and problem-free
from the point of view of linguistic semantics. 
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meaning, we are also aware of the need to “anchor” language in extralinguistic reality. Formal
semanticists use truth values for this purpose. We believe that this task requires a tool with much
more content, and that an ontology can and should serve as such a tool. On the other hand, we find
the “Markerese” accusation spurious: there is no legitimate way to confuse semantic markers with
words of English. We deflect a similar criticism concerning the use of English labels for ontologi-
cal concepts by explicitly setting up these labels as language-independent entities with their own
content and by training the personnel working with these labels to distinguish between elements
of the ontology and elements of language. 

3.6 A Trio of Free-Standing Semantic Ideas from Outside Major Schools

Ontological semantics contains elements that reverberate against a few interesting semantic ideas
that have been proposed outside of the major semantic approaches and that have never been fully
incorporated by those approaches. 

The intuition that each utterance carries a reference to information already known to the hearer as
well as information that is new to the hearer was first formulated as the basis of the so-called
functional perspective on the sentence by the founders of the Prague Linguistic Circle (Mathesius
1947). It has been a recurring issue in semantics and pragmatics ever since, under different termi-
nological systems (see, for instance, Kuno 1972; Chafe 1976; Clark and Haviland 1977; Prince
1979, 1981). The distinction, while definitely useful, cannot provide a comprehensive representa-
tion of sentential meaning—it can only contribute as an add-on to a full-fledged semantic system.
Before generative grammar, however, this phenomenon was studied essentially in isolation. In
generative grammar, the distinction, introduced as presupposition and focus (Chomsky 1971),
was supposed to be added to the semantic component, but the idea was never implemented. More
recently, work has been done on incorporating the topic/focus dichotomy in formal syntax and
semantics (e.g., Krifka 1991, Rooth 1992, Birner and Ward 1998, Hajicvová et al. 1998) and in the
study of prosody and intonation (e.g., Féry 1992, Hajicvová 1998). In computational linguistics,
information about focus and presupposition was used primarily, though not exclusively, in natural
language generation, and was implemented through a set of special clues (e.g., McKeown 1985
but also Grosz 1977). Ontological semantics accommodates the distinction between old and new
information using the mechanism of the saliency modality parameter. The microtheory of saliency
includes several clues for establishing the appropriate values (XREF). 

Humboldt (1971) and Whorf (1953) introduced the intriguing idea that different languages
impose different world views on their speakers. Humboldt spoke of the magic circle drawn by the
language around the speaker, a metaphor characteristic of Romanticism in science, art and culture
that was the dominant contemporary world view, at least in Germany. Whorf, on the other hand,
amassed empirical data on such crucial, for him, differences among languages as the circular
notion of time in Hopi as opposed to the linear notion of time in “Standard Average European.”
Whorf’s claims of this nature depended primarily on the availability of single-word expressions
for certain ideas: the unavailability of such an expression for a certain idea was interpreted by him
as the absence of this idea in the world of the speaker of that language. Taking this claim absurdly
far, one arrives at the conclusion that an Uzbek, whose language reportedly has only three words
for color, can distinguish fewer colors than the speakers of languages with a larger color taxon-
omy. Whorf’s own and subsequent research failed to produce any justification for the prime
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nature of the single-word claim (XREF to Footnote in 4). As most other approaches, ontological
semantics subscribes to the principle of effability (XREF) which directly contradicts the Whorf
hypothesis. Moreover, ontological semantics is based on ontology that is language independent
and thus assumes the conceptual coherence of all natural languages. The lexicon for every lan-
guage inside ontological semantics uses the same ontology to specify meanings, and, as it must
cover all the meanings in the ontology, some of the entry heads in the lexicon will, for a particular
language, end up phrasal.

Among Alfred Korzybski’s (1933) many bizarre ideas about semantics, completely marginalized
by the field, there was a persistent theme of instantiating a mention of every object. He claimed
that no mention of, say, a table, could be made without its unique numbered label, no mention of a
person, without an exact date in the life of this person about which the statement is made. This
idea is a precursor for instantiation in ontological semantics, a basic mechanism for meaning anal-
ysis. 

3.7 Compositionality in Computational Semantics.

When Katz and Fodor described semantic processes, they had in mind mathematical processes of
derivation. With the advent of computational processing of language, a natural consequence was
algorithmic theories of language processing, often with the idea of using their results as the bases
of some computational applications, such as machine translation or text understanding. The goals
of computational semantics have been, by and large, compatible with those of linguistic seman-
tics, that is, representing the meaning of the sentence in a manner which is equivalent to human
understanding (as aspired to by linguistic semanticists) or as close to human understanding as
possible or, at least, complete, coherent and consistent enough to support computational applica-
tions of language processing (as computational semanticists would have it). 

The reason the computational goals are much more modest is that, unlike linguistic semantics,
computational semantics develops algorithms which produce meaning representations for texts
(analysis) or texts realizing meaning representations (generation). It is not surprising, in view of
the above, that Wilks and Fass (1992b: 1182; see also the longer version in Wilks and Fass 1992a;
cf. the earlier work in Wilks 1971, 1972, 1975) states that “[t]o have a meaning is to have one
from among a set of possible meanings” and posits as the central goal of a computational seman-
tic theory “the process of choosing or preferring among those,” which is why Wilks’ theory is
called ‘preference semantics.’ While the second goal is missing from Katz and Fodor’s theory—
and from linguistic theory in general—entirely, there is also a significant difference between treat-
ing meaning as a set of possible meanings, as they do, and realizing that actually meaning is
always only one element from this set. This was acceptable in a theory that explicitly and deliber-
ately concerned itself mostly with potential meaning rather than with calculating the meaning of a
particular sentence in a particular text. The latter goal is, of course, the overall goal of computa-
tional semantics. 

Wilks (1992b: 1183) sees preference semantics as “a theory of language in which the meaning of
a text is represented by a complex semantic structure that is built up out of components; this com-
positionality is a typical feature of semantic theories. The principal difference between [prefer-
ence semantics] and other semantic theories is in the explicit and computational treatment of
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ambiguous, metaphorical and nonstandard language use.” The components of the theory include
up to 100 semantic primitives including case roles, types of action, types of entities and types of
qualifiers; word senses expressed in terms of the primitives; a hierarchy of templates correspond-
ing to phrases, clauses and sentences; inference rules used for resolving anaphora; and some text-
level structures. Preferences are essentially procedures for applying heuristics to selection restric-
tions and other constraint satisfaction statements, as well as for selecting the outcome (that is, a
semantic representation) with the greatest semantic ‘density’ and ‘specificity’ (op.cit.: 1188)
There is no expectation in the approach that all preferences will somehow “work,” and provisions
are made for such eventualities, so that some meaning representation is always guaranteed to
obtain. In other words, this approach is based on a realistic premise that the computer program
will have to deal with an incomplete and imprecise set of resources such as lexicons and gram-
mars. 

Preference semantics is a comprehensive approach to meaning in natural language not only
because it combines lexical semantics with compositional semantics but also because it aspires to
a full meaning representation of each sentence. Other approaches in computational semantics
were—deliberately or otherwise—less general and concentrated on particular issues. Thus,
Schank’s (e.g., 1975, 1981; Lehnert 1978; Wilensky 1983) school of computational semantics,
conceptual dependency, used a different and more constrained set of semantic primitives to repre-
sent the meaning of both words and sentences but eventually concentrated on story understanding
based on the idea of a progressively more abstract hierarchy of text-level level knowledge struc-
tures—scripts, plans, goals, memory organization packets, etc. Hirst (1987), following Charniak
(e.g., 1983a), further developed the mechanism to calculate preferences, and each computational-
semantic project (e.g., Hobbs and Rosenschein 1977, Sowa 1984, among many) propounded a
different representation formalism for both text meaning and lexical semantics.

Over the years of work in linguistic and then computational semantics, the early aspirations for
parsimony of primitive elements for describing lexical meaning have gradually given way to a
more realistic position, first stated by Hayes (1979), that in computational semantics (and, for that
matter, in all of artificial intelligence) a much more realistic hope is to keep the ratio of descrip-
tion primitives, a′, to entities under description, a, as small as possible: a′/a << 1. Experience
shows that if the number of primitives is kept small, descriptions tend to become complex combi-
nations of the primitives that are hard to interpret and use. Given the additional fact that such
primitives are rarely explicitly described, let alone formally defined, there is a strong pressure to
expand the range of each primitive, resulting in vagueness of primitive meaning. This issue
strikes us as being of primary importance. While many approaches use primitives (whether
overtly or implicitly), very few expend sufficient energy on their explicit characterization, which
is essential for reliability of knowledge acquisition and meaning representation. We see ontolo-
gies as the loci for precisely such characterizations. 

Much valuable experience, both positive and negative, has been accumulated in formal, linguistic
and computational semantics. Ontological semantics aspires to take advantage of the results avail-
able in the field. We see the principal differences between ontological semantics and other seman-
tic theories as follows. First, besides introducing ontology as a locus for establishing a rich set of
primitives, we see it also as the best means of supporting multilingual NLP applications because
ontological information is—by definition and by practice of acquisition—language-independent.
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Second, ontological semantics is a comprehensive theory integrating lexical semantics with com-
positional semantics and moving into pragmatics. Third, ontological semantics is designed to
adjust semantic description depth to the needs of an application (see 2.5.4). Fourth, ontological
semantics has an emphasis on full-coverage description of text at a predetermined level of granu-
larity because a computational procedure has no tolerance for what has become a staple in the
mainstream linguistic literature—assumed similarities of descriptions of many phenomena with
those few that were actually illustrated, extrapolations to adjacent phenomena, and tempting
have-no-more-patience-for-this etceteras in vitally important lists. 
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4.  Choices for Lexical Semantics
In this chapter, we discuss the positions taken by ontological semantics on certain current issues
and fashions in lexical semantics. 

4.1 Generativity

A popular idea in lexical semantics has been to make the lexicon “generative.” The reasons for
this were both theoretical—to extend the idea of generativity from grammar to the lexicon—and
practical—looking for ways of saving effort in acquisition of lexicons through the use of auto-
matic devices. Pustejovsky (1991, 1995) introduces the generative lexicon (GL) in opposition to
the lexicons in which all the senses are independent and simply enumerated. In this section, we
attempt to demonstrate that, while GL may indeed be superior to an enumerative lexicon based
exclusively on corpus-attested usages, it has no special advantages over a well-compiled broad-
coverage enumerative lexicon suitable for realistic applications. In particular, the claimed ability
of GL to account for the so-called novel word senses is matched by good-quality enumerative lex-
icons. The difference between generative and enumerative lexicons is, then, reduced to a prefer-
ence for using some lexical knowledge at runtime or at lexicon acquisition time. The generativity
of a lexicon turns out to be synonymous with (striving for) high quality of a lexicon, and GL is a
popular but by no means necessarily the only way to achieve this goal.

4.1.1  Generative Lexicon: Main Idea
There are several theoretical and descriptive avenues that the quest for automating lexical acquisi-
tion can explore:

• using paradigmatic lexical relations of a lexeme, such as synonymy, antonymy, hyperonymy 
and hyponymy to specify the lexical meaning of another lexeme; in other words, if a lexical 
entry is acquired, it should serve as largely filled template for the entries of words that stand 
in the above lexical relations to the original item;

• using a broader set of paradigmatic relations for the above task, such as the one between an 
organization and its leader (e.g., company: commander, department: head, chair, manager);

• using syntagmatic lexical relations for the above task, for instance, those between an object 
and typical actions involving it (e.g., key: unlock, lock,...).

The paradigmatic and syntagmatic relations among word meanings have been explored and
implemented in dictionaries of various sizes and for various languages by the members of the
Meaning-Text school of thought since the mid-1960s (Zholkovsky et al. 1961, Apresyan et al.
1969, 1973, Mel’cvuk 1974, 1979 ). These scholars vastly enriched the list of paradigmatic rela-
tions beyond the familiar synonymy, antonymy, and hypo-/hyperonymy. Givón (1967) and
McCawley (1968: 130-132) came up with similar ideas independently. 

The emphasis in the above work has been on describing meanings of words in terms of those of
other words. In the late 1980s and early 1990, the group of scholars in the Aquilex project48

focused their attention on regular polysemy which explored how to apply paradigmatic and syn-
tagmatic relations to the task of formulating meanings of word senses in terms of other senses of
the same lexeme. They proposed to do it with the help of lexical rules that mapped lexicon entries
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for new senses to those of the existing senses. Each rule corresponded to a specific relation
between senses, such as the well-known “grinding” rule. The idea of regular polysemy ascends to
some ideas of Apresyan (1974), where the term was actually introduced. Pustejovsky’s work can
be seen as a part and an extension of the Aquilex effort on systematic polysemy. His idea of gen-
erativity in the lexicon was, therefore, that 

• senses of a polysemous lexical item can be related in a systematic way, with types of such 
relations recurring across various lexical items;

•  by identifying these relations, it is possible to list fewer senses in a lexical entry and to 
derive all the other senses with the help of (lexical) rules based on these relations.

Our own experience in lexical semantics and particularly in large-scale lexical acquisition since
the mid-1980s49 also confirms that it is much more productive to derive as many entries as possi-
ble from others according to as many lexical rules as can be found: clearly, it is common sense
that acquiring a whole new entry by a ready-made formula is a lot faster. In the Mikrokosmos
implementation of ontological semantics, a set of lexical rules was developed and used to auto-
matically augment the size of an ontological semantic lexicon for Spanish from about 7,000 man-
ually acquired entries to about 38,000 entries (Viegas et al. 1996b; see also Section 9.3.3).

4.1.2  Generative vs. Enumerative?
Some claims made about the generative lexicon do not seem essential for its enterprise. In this and
the next section, we critically examine them, in the spirit of freeing a good idea of unnecessary
ballast. 

The generative lexicon is motivated, in part, by the shortcomings of the entity it is juxtaposed
against, the enumerative lexicon. The enumerative lexicon is criticized for:

• just listing the senses for each lexical item, without any relations established among them;
• the arbitrariness of (or, at least, a lack of a consistent criterion for) sense selection and 

coverage;
• failing to cover the complete range of usages for a lexical item;
• inability to cover novel, unattested senses.

Such enumerative lexicons are certainly real enough (most human-oriented dictionaries conform
to the description to some extent), and there are quite a few of them around. However, there may
be good enumerative lexicons, which cannot serve as foils for the generative lexicon. Enumera-

48. The works that we consider as belonging to this approach, some more loosely than others, include Asher
and Lascarides (1995), Atkins (1991), Briscoe (1993), Briscoe and Copestake (1991, 1996), Briscoe et
al. (1990, 1993, 1995), Copestake (1990, 1992, 1995), Copestake and Briscoe (1992), Copestake et al.
(1994/1995), Johnston et al. (1995), Lascarides (1995), Nunberg and Zaenen (1992), Ostler and Atkins
(1992), Pustejovsky (1991, 1993, 1995), Pustejovsky and Boguraev (1993), Saint-Dizier (1995), Sanfil-
ippo (1995), Sanfilippo et al. (1992).

49. See, for instance, Nirenburg et al. (1985, 1987, 1989, 1995), Nirenburg and Raskin (1986, 1987a,b),
Raskin (1987a,b, 1990), Carlson and Nirenburg (1990), Meyer et al. (1990), Nirenburg and Goodman
(1990), Nirenburg and Defrise (1991), Nirenburg and L. Levin (1992), Onyshkevych and Nirenburg
(1992, 1994), Raskin et al. (1994a,b), Raskin and Nirenburg (1995, 1996a,b), Viegas (1999).
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tive lexicons could, in fact, be acquired using a well thought-out and carefully planned procedure
based on a sound and efficient methodology, underlain, in turn, by a theory. There is no reason
whatsoever to believe that such an enumerative lexicon will be unable to cover exactly the same
senses as the generative lexicon, with the relations among these senses as clearly marked.

In ontological semantics, the acquisition methodology allows for the application of lexical rules
and other means of automating lexical acquisition both at the time when the lexicon is acquired
(acquisition time) and when it is used (runtime). In the generative lexicon, only the latter option is
presupposed. Whether, in a computational application, lexical rules are triggered at acquisition or
run time may have a computational significance, but their generative capacity, e.g., in the sense of
Chomsky (1965: 60), i.e., their output, is not affected by that, one way or another (see Viegas et
al. 1996b). 

4.1.3  Generative Lexicon and Novel Senses 
In a modern enumerative approach, such as that used in ontological semantics, text corpora are
routinely used as sources of heuristics for establishing both the boundaries of a word sense and
the number of different word senses inside a lexeme. However, unlike in the generative lexicon,
an ontological semantic lexicon will include senses obtained by other means, including lexical
rules: all the applicable lexical rules are applied to all eligible lexical entries, thus creating entries
for all the derived senses, many of them not attested in the corpora. 

Assuming the potential equivalence of the content of the generative lexicon, on the one hand, and
a high-quality enumerative lexicon, on the other, the claimed ability of the generative lexicon to
generate novel, creative senses of lexical items needs to be examined more closely. What does
this claim mean? What counts as a novel sense? Theoretically, it is a sense which has not been
previously attested to and which is a new, original usage. This, of course, is something that occurs
rather rarely. Practically, it is a sense which does not occur in a corpus and in the lexicon based on
this corpus. Neither the generative lexicon nor a good enumerative lexicon will—or should—list
all the senses overtly. Many, if not actually most senses are derived through the application of lex-
ical rules. But even if not listed, such a derived sense is present in the lexicon virtually, as it were,
because it is fully determined by the pre-existing domain of a pre-existing lexical rule. 

Does the claim of novelty mean that senses are novel and creative if they are not recorded in some
given enumerative lexicon? If so, then the object chosen for comparison is low-quality (unless it
was built based exclusively on a given corpus of texts) and therefore not the most appropriate one,
as one should assume a similar quality of the lexicons under comparison. While the literature is
not quite explicit on this point, several contributions (e.g., Johnston et al. 1995, Copestake 1995)
seem to indicate the implicit existence of a given inferior lexicon or a non-representative corpus
against which the comparison is made.

The other line of reasoning for justifying the claim of novelty involves the phenomena of type
shifting and type coercion. A creative usage is one which arises from a rule that would overcome
a sortal or other incongruity to avoid having to reject an input sentence as ill-formed. But there are
rules that make type shifting and type coercion work. They are all pre-existing, not post-hoc rules,
and, therefore, just as other lexical rules, fully determine, or enumerate (see below), their output
in advance.50
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The above both clarifies the notion of a novel, creative sense as used in the generative lexicon
approach and raises serious doubts about its validity. One wonders whether the phenomenon is,
really, simply the incompleteness of the corpus and the lexicon relative to which these senses are
claimed to be novel. The claim of novelty is then reduced to a statement that it is better to have a
high-quality corpus or lexicon than a lower-quality one, and, obviously, nobody will argue with
that! A truly novel and creative usage will not have a ready-made generative device for which it is
a possible output, and this is precisely what will make this sense novel and creative. Such a usage
will present a problem for a generative lexicon, just as it will for an enumerative one or, as a mat-
ter of fact, for a human trying to treat creative usage as metaphorical, allusive, ironic, or humor-
ous at text processing time. 

4.1.4  Permeative Usage? 
Another claimed advantage of the generative lexicon is that it “remembers” all the lexical rules

50. It is perhaps appropriate here to resort to simple formalism to obfuscate clarify this point fur-
ther. Let L be the finite set of all lexical rules, l, used to derive senses from other senses; let T
be the finite set of all type-shifting and coercion rules, t; let S be the (much smaller) set of the
senses, s, of a lexical entry, e, in the generative lexicon G. Then, G = {e1

G, e2
G,..., en

G} and Se
= {s1

e, s2
e,..., sm

e}. If l(se) is a sense of an entry derived with the help of lexical rule l and t(se)
is a sense of an entry derived with the help of type-shifting, or coercion, rule t, then let us de-
fine Ve as the set of all such derived senses of an entry: Ve = {v: ∀ v ∃ s ∃ e ∃ l ∃ t v = l(se) ∨  v =
t(se)}. Let WG be the set of all derived senses for all the entries in G: WGLT = {w: ∀ w ∃ s ∃ e ∃ l
∃ t w = l(se) ∨  w = t(se)}. Finally, let UGLT be the set of all senses, listed or derived in G: UGLT

= =WGLT ∪  CG, where CG = {c: ∀ c ∃ s ∃ e c = se}. UGLT represents the weak generative capac-
ity of G, given the pre-defined sets LG and TG of lexical and type-shifting rules associated with
the generative lexicon. 

      UGLT is also an enumerable set in the calculus, I, defined by the set of rules LG ∪  TGapplied to
CG in the sense that there is a finite procedure, P, of (typically, one-step) application of a rule
to a listed (or, rarely, derived) sense, such that each element in UGLT is generated by P (P in-
cludes zero, or non-application, of any rule, so as to include CG in the calculus). In fact, UGLT is
also decidable in the sense that for each of its elements, i, there is an algorithm in I, which de-
termines how it is generated, i.e., an algorithm, which identifies, typically, a listed entry and a
rule applied to it to generate i. The set of all those identified pairs of listed entries and rules ap-
plied to them determines the strong generative capacity of G. 

     Then, the only way the lexicon may be able to generate, i.e., define, a sense s is if s ∈  UGLT. In
what way can such a sense, h, be novel or creative if it is already predetermined in G by L and
T? This notion makes sense only if the existence of a proper subset B of UGLT is implied, such
that h ∈  UGLT ∧  h ∉  B. Then, a deficient enumerative lexicon, M, would list all the senses of B
and not use any lexical or type-shifting rules: E = {e1

e, e2
e,..., ek

e}, B = {b: ∀ b ∃ s ∃ e b=se} and
LE = TE = ∅ .

     Obviously, if a lexicon, O, does enumerate some senses and derives others in such a way that
every sense in UGLT is either listed or derived in O as well, so that both the weak and strong
generative capacities of O equal—or exceed—those of UGLT, then G does not generate any
novel, creative senses with regard to O. It also follows that the generative lexicon approach
must specify explicitly, about each sense claimed to be novel and creative, relative to what
corpus or lexicon is it claimed to be novel and creative. 
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that relate its senses. We submit, however, that, after all these rules have worked, the computa-
tional applications using the lexicon would have no use for them or any memory—or, to use a
loaded term, trace—of them whatsoever; in other words, the decidability of the fully deployed set
of all listed and derived senses is of no computational consequence. 

Pustejovsky (1995: 47-50) comes up with the notion of permeability of word senses to support
this lexical-rule memory claim. Comparing John baked the potatoes and Mary baked a cake, he
wants both the change-of-state sense of bake, in the former example, and the creation sense in the
latter to be present, to overlap, to permeate each other. The desire to see both of these meanings
present is linked, of course, to a presupposition that these two meanings of bake should not be
both listed in the lexicon but rather that one of them should be derived from the other. The argu-
ment, then, runs as follows: see these two distinct senses? Well, they are both present in each of
the examples above, thus permeating each other. Therefore, they should not be listed as two dis-
tinct senses. Or, putting it more schematically: See these two senses? Now, you don’t!

Our position on this issue is simple. Yes, there are perhaps two distinct senses—if one can justify
the distinction (see Section 9.3.5 for a detailed discussion of methods to justify the introduction of
a separate sense in a lexeme). No, they do not, in our estimation, both appear in the same normal
(not deliberately ambiguous) usage. Yes, we do think that the two senses of bake may be listed as
distinct, with their semantics dependent on the semantic properties of their themes. Yes, they can
also be derived from each other, but what for and at what price? 

We also think the permeative analysis of the data is open to debate because it seems to jeopardize
what seems to us to be the most basic principle of language as practiced by its speakers, namely,
that each felicitous speech act is unambiguous. It is known that native speakers, while adept at
understanding the meaning of natural language text, find it very hard to detect ambiguity51. It
stands to reason that it would be equally difficult for them to register permeation, and we submit
that they actually do not, and that the permeating senses are an artifact of the generative lexicon
approach. This, we guess, is a cognitive argument against permeation.

Encouraging permeative usage amounts to introducing something very similar to deliberate ambi-
guity, a kind of a “sense-and-a-half” situation, into semantic theory, both at the word-meaning
level as permeability and at the sentence-meaning level as co-compositionality (see also Sections
3.3-4, and 3.7 below). It seems especially redundant when an alternative analysis is possible. One
of the senses of cake should and would indicate that it often is a result of baking—there are, how-
ever, cold, uncooked dishes that are referred to as cakes as well. No sense of potato would indi-
cate that—instead, potato, unlike cake, would be identified as a possible theme of cook, and cook

51. See, for instance, Raskin 1977a and references there. The reason for the native speaker’s unconscious
blocking of ambiguity is that it is a complication for our communication and it raises the cognitive pro-
cessing load (see, e.g., Gibson 1991). So the hearer settles on the one sense which happens to be obvi-
ous at the moment (see, again, Raskin 1977a and references there), and blocks the others. There are
“non-bona-fide” modes of communication which are based on deliberate ambiguity, such as humor (see,
for instance, Raskin 1985c: xiii, 115; cf. Raskin 1992), but functioning in these modes requires addi-
tional efforts and skills, and there are native speakers of languages who do not possess those skills with-
out, arguably, being judged incompetent.
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will have bake and many other verbs as its hyponyms. This analysis takes good care of disambig-
uating the two senses of bake via the meaning of their respective themes, if a need for such disam-
biguation arises. In fact, it still needs to be demonstrated that it is necessary or, for that matter,
possible, to disambiguate between these two senses for any practical or theoretical purpose, other
than to support the claim of permeability of senses in the generative lexicon approach. And, circu-
larly, this claim is subordinate to the imperative, implicit in the generative lexicon approach, to
reduce the number of senses in a lexicon entry to a preferable minimum of one.

4.1.5  Generative Vs. Enumerative “Yardage”
To summarize, some central claims associated with the generative lexicon seem to juxtapose it
against low-quality or badly acquired enumerative lexicons and to disregard the fact that any rea-
sonable acquisition procedure for an enumerative lexicon will subsume, and has subsumed in
practice, the generative devices of the generative lexicon.

When all is said and done, it appears that the difference between the generative lexicon and the
high-quality enumerative lexicon is only in some relatively unimportant numbers. The former
aspires to minimize the number of listed senses for each entry, reducing it ideally to one. The lat-
ter has no such ambitions, and the minimization of the number of listed entries in it is affected by
the practical consideration of the minimization of the acquisition effort as mentioned in Section
4.1.1 above.

To reach the same generative capacity from a smaller range of listed senses, the generative lexi-
con will have to discover, or postulate, more lexical rules, and our practical experience shows that
this effort may exceed, in many cases, the effort involved in listing more senses, even though each
such sense may have to be created from scratch.

A final note on generativity in the lexicon: in an otherwise pretty confused argument against
Pustejovsky’s treatment of bake and his efforts to reduce the two meanings to one (see Section 1.4
above),52 Fodor and Lepore (1996) manage to demonstrate that any gain from that reduction will
be counterbalanced by the need to deal both with the process of attaining this goal and with the
consequences of such treatment of polysemy. We cannot help agreeing with their conclusion,
albeit achieved from questionable premises, that “the total yardage gained would appear to be
negligible or nil” (op. cit.: 7).

4.2 Syntax vs. Semantics

The principal choice for lexical semantics with respect to its relations with syntax is whether to
assume that each syntactic distinction suggests a semantic difference. Similarly to the situation in
compositional semantics (see Section 3.5.2 above), a theoretical proposal in lexical semantics
may occasionally claim not to assume a complete isomorphism between the two, but in practice,
most lexical semanticists accept this simplifying assumption.

52. Coming from a very different disciplinary background, the authors put forward a line of reasoning simi-
lar to ours at some times, but also take unnecessary detours and make some unnecessary claims of their
own in the process of pursuing totally different goals—different not only from ours but also from Puste-
jovsky’s. We had a chance to comment on this rather irrelevant review in (Section 2.3.1).
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GL’s position on this issue, shared with many lexical semanticists, is expressed variously as the
dependence of semantics on “basic lexical categories” (Pustejovsky 1995: 1), on “syntactic pat-
terns” and “grammatical alternations” (ibid.: 8), as the search for “semantic discriminants leading
to the distinct behavior of the transitive verbs” in the examples (ibid.: 10), or as an “approach
[that] would allow variation in complement selection to be represented as distinct senses” (ibid.:
35). The apparently thorough and constant dependence of lexical semantics on syntax comes
through most clearly in the analyses of examples.

Thus, introducing a variation of Chomsky’s (1957) famous examples of John is eager to please
and John is easy to please and analyzing them in terms of tough-movement and the availability or
non-availability of alternating constructions (op.cit.: 21-22), Pustejovsky makes it clear that these
different syntactic behaviors, essentially, constitute the semantic difference between adjectives
like eager and adjectives like easy. We have demonstrated elsewhere (Raskin and Nirenburg
1995) that much more semantics is involved in the analysis of differences between these two
adjectives and that these differences are not at all syntax dependent. Easy is a typical scalar,
whose value is a range on the ease/difficulty scale and which modifies events; eager is an event-
derived adjective modifying the agent of the event. This semantic analysis does explain the differ-
ent syntactic behaviors of these adjectives but not the other way around. 

One interesting offshoot of the earlier syntax vs. semantics debates has been a recent strong inter-
est in “grammatical semantics,” the subset of the semantics of natural languages which is overtly
grammaticalized (see, for instance, Frawley 1992—cf. Raskin 1994; in computational-semantic
literature, B. Levin 1993 and Nirenburg and L. Levin 1992—who call this field “syntax-driven
lexical semantics”—are noteworthy). This is a perfectly legitimate enterprise as long as one keeps
in mind that semantics does not end there. 

Wilks (1996) presents another example of an intelligent division of labor between syntax and
semantics. He shows that up to 92% of homography recorded in Longman Dictionary of Contem-
porary English (LDOCE 1987) can be disambiguated based exclusively on the knowledge of the
part of speech marker of a homograph. Homography is, of course, a form of polysemy and it is
useful to know that the labor-intensive semantic methods are not necessary to process all of it.
Thus, semantics can focus on the residual polysemy where syntax does not help. In a system not
relying on LDOCE, a comparable result may be achieved if word senses are arranged in a hierar-
chy, with homography at top levels, and if disambiguation is required only down to some nonter-
minal node in it.

It is also very important to understand that, ideally, grammatical semantics should not assume that
each syntactic distinction is reflected in semantic distinction—instead, it should look at grammat-
icalized semantic distinctions, that is, such semantic phenomena that have overt morphological or
syntactic realizations. Consequently, work in grammatical semantics should not consist in detect-
ing semantic distinctions for classes of lexical items with different values on a given syntactic fea-
ture (see, for instance, Briscoe et al. 1995, Copestake 1995, or Briscoe and Copestake 1996).

The dependence on syntax in lexical semantics may lead to artificially constrained and misleading
analyses. Thus, the analysis of the sense of fast in fast motorway (see, for instance, Lascarides
1995: 75) as a new and creative sense of the adjective as opposed, say, to its sense in fast runner,
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ignores the important difference between syntactic and semantic modification. It is predicated on
the implicit conviction that the use of the adjective with a different noun subcategory—which
constitutes, since Chomsky (1965), a different syntactic environment for the adjective—automati-
cally creates a different sense for fast. As shown in Raskin and Nirenburg (1995), however, many
adjectives do not modify semantically the nouns they modify syntactically, and this phenomenon
covers many more examples than the well-known occasional pizza or relentless miles. Separating
syntactic and semantic modification in the case of fast shows that it is, in fact, a modifier for an
event, whose surface realization can be, at least in English, syntactically attached to the realiza-
tions of several semantic roles of, for instance, run or drive, namely, AGENT in fast runner,
INSTRUMENT in fast car, and LOCATION (or PATH) in fast motorway. Throughout these examples,
fast is used in exactly the same sense, and letting syntax drive semantics distorts the latter seri-
ously. We maintain that it is incorrect and unnecessary either to postulate a new sense of fast in
this case or to relegate it to “the dustbin of pragmatics” which amounts in practice to justifying
never treating this phenomenon at all. In Section 8.4.4 below, we show how ontological semantics
proposes to treat this phenomenon as a standard case of semantic ellipsis. 

Distinguishing word senses on the basis of differences in syntactic behavior does not seem to be a
very promising practice (cf. the Dorr et al. 1994/1995 attempt to develop B. Levin’s approach into
doing precisely this) also because such an endeavor can only be based on the implicit assumption
of isomorphism between the set of syntactic constructions and the set of lexical meanings. But it
seems obvious that there are more lexical meanings than syntactic distinctions, orders of magni-
tude more. That means that syntactic distinctions can at best define classes of lexical meanings,
and indeed that is precisely what the earlier incursions from syntax into semantics achieved:
rather coarse-grained taxonomies of meanings in terms of a rather small set of features. 

4.3 Lexical Semantics and Sentential Meaning.

Semantics as a whole can be said to be the study of lexical and sentential meaning. When the
work of lexical semantics is finished, the question arises, how word meanings are combined into
the meaning of a sentence. In many lexical semantic approaches, including GL, it is assumed that
deriving sentential meaning is the task of formal semantics (see Section 3.5.1 above). The other
choice would be developing a dedicated theory for this purpose. An orthogonal choice is whether
simply to acknowledge the need for treating sentential meaning as the continuation of work in
lexical semantics or actively to develop the means of doing so. In what follows, we will discuss
these choices. We will not reiterate here our discussion of sentential semantics in Section 3.5
above: what we are interested in here is how (and, actually, whether) the proposer of a lexical
semantic approach addresses its integration with an approach to sentential semantics.

We should mention here, without developing it further—because we consider it unsustainable and
because no realistic semantic theory has been put forth on this basis—a possible extreme point of
view which denies the existence of lexical semantics. What is at issue is the tension between the
meaning of text and word meaning. The compositional approach assumes the latter as a given, but
one has to be mindful of the fact that word meaning is, for many linguists, only a definitional con-
struct for semantic theory, “an artifact of theory and training” (Wilks 1996). Throughout the mil-
lennia, there have been views in linguistic and philosophical thought that only sentences are real
and basic, and words acquire their meanings only in sentences (see, for instance, Gardiner 1951,
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who traces this tradition back to the earliest Indian thinkers; Firth 1957, Zvegintzev 1968, and
Raskin 1971 treat word meaning as a function of the usage of a word with other words in sen-
tences but without denying the existence of word meaning; Grice 1975). 

4.3.1  Formal Semantics for Sentential Meaning
In spite of Pustejovsky’s (1995: 1) initial and fully justified rejection of formal semantics as a
basis of achieving the GL goals with respect to sentential meaning, all that the approach found in
contemporary linguistic semantics for dealing with sentential meaning was the analyses of quanti-
fiers and other closed-class phenomena. Formal semantics currently pretty much claims a monop-
oly on compositionality and extends itself into lexical semantics with regard to a number of
mostly closed-class phenomena, especially the quantifiers.53

This creates a problem for the GL approach: there is no ready-made semantic theory it can use for
the task of sentential meaning representation of a sufficiently fine granularity that NLP requires.
This situation is familiar to all lexical semanticists. In GL, Pustejovsky tries to enhance the con-
cept of compositionality as an alternative to standard formal semantics. In the GL approach, com-
positionality ends up as a part of lexical semantics proper, while formal semantics takes over in
the realm of sentential meaning. 

As we argued in Section 3.5.1 above, however, formal semantics is not necessarily the best candi-
date for the theory of sentential meaning. It is a direct application of mathematical logic to natural
language. All the central concepts in logic are taken from outside natural language, and the fit
between these concepts and the language phenomena is not natural. Formal semantics, thus, fol-
lows a method-driven approach, exploring all the language phenomena to which it is applicable
and by necessity ignoring the rest. An alternative to such an approach is an investigation of all rel-
evant language phenomena, with methods and formalisms derived for the express purpose of such
an investigation (see Nirenburg and Raskin 1999). 

4.3.2  Ontological Semantics for Sentential Meaning
These latter problem-driven approaches include conceptual dependency (e.g., Schank 1975), pref-
erence semantics (Wilks 1975a) and our own ontological semantics (e.g., Onyshkevych and
Nirenburg 1995). In ontological semantics, to recapitulate briefly, sentential meaning is defined as
an expression, text meaning representation, obtained through the application of the sets of rules
for syntactic analysis of the source text, for linking syntactic dependencies into ontological depen-
dencies and for establishing the meaning of source text lexical units. The crucial element of this
theory is a formal world model, or ontology, which also underlies the lexicon and is thus the basis
of the lexical semantic component. The ontology is, then, the metalanguage for ontological lexical
semantics and the foundation of its integration with ontological sentential semantics.

We are not ready to go as far as claiming that lexical semantics and sentential semantics must
always have the same metalanguage, but we do claim that each must have a metalanguage. We

53.  See, for instance, Lewis (1972), Parsons (1972, 1980, 1985, 1990), Stalnaker and Thomason (1973),
Montague (1974), Dowty (1979), Barwise and Perry (1983), Keenan and Faltz (1985), Partee et al.
(1990), Chierchia and McConnell-Ginet (1990), Cann (1991), Chierchia (1995), Hornstein (1995),
Heim and Kratzer (1998).
Page 112



know that not all approaches introduce such a metalanguage explicitly (see 2.4.1.3 and 2.4.5,
especially Table 2, above). In lexical semantics, this means, quite simply, that every theory must
make a choice concerning the conceptual status of its metalanguage. The introduction of an
explicit ontology is one way to make this choice. Other choices also exist, as exemplified by the
GL approach, in which “nonlinguistic conceptual organizing principles” (Pustejovsky 1995: 6)
are considered useful, though remain undeveloped. 

We believe that the notational elements that are treated as theory in GL can be legitimately con-
sidered as elements of semantic theory only if they are anchored in a well-designed model of the
world, or ontology. Without an ontology, the status of these notions becomes uncertain, which
may license an osmosis- or emulation-based usage of them: a new feature and certainly a new
value for a feature can always be expected to be produced if needed, the ad hoc way. A good
example of this state of affairs is the basic concept of qualia in GL. 

The qualia structure in GL consists of a prescribed set of four roles with an open-ended set of val-
ues. The enterprise carries an unintended resemblance to the type of work fashionable in AI NLP
in the late 1960s and 1970s: proposing sets of properties (notably, semantic cases or case roles)
for characterizing the semantic dependency behavior of argument-taking lexical units (see, e.g.,
Bruce 1975). That tradition also involved proposals for systems of semantic atoms, primitives,
used for describing actual meanings of lexical units. This latter issue is outside the sphere of inter-
est of GL, though not, in our opinion, of lexical semantic theory. 

The definitions of the four qualia roles are in terms of meaning and share all the difficulties of cir-
cumscribing the meaning of case roles. Assignment of values to roles is not discussed by Pustejo-
vsky in any detail, and some of the assignments are problematic, as, for instance, the value
“narrative” for the constitutive role (which is defined as “the relation between an object and its
constitutive parts” (1995: 76)) for the lexicon entry of novel (ibid: 78). The usage of ‘telic’ has
been made quite plastic as well (ibid.: 99-100), by introducing ‘direct’ and ‘purpose’ telicity,
without specifying a rule about how to understand whether a particular value is direct or purpose. 

One would expect to have all such elements as the four qualia specified explicitly with regard to
their scope, and this is, in fact, what theories are for. What is the conceptual space, from which the
qualia and other notational elements of the approach emerge? Why does GL miss an opportunity
to define that space explicitly in such a way that the necessity and sufficiency of the notational
concepts introduced becomes clear—including, of course, an opportunity to falsify its conclu-
sions on the basis of its own explicitly stated rules?54 An explicit ontology would have done all of
the above for GL.

To be fair, some suggestions have been made for generalizing meaning descriptions in GL using
the concept of lexical conceptual paradigms (e.g., Pustejovsky and Boguraev 1993, Pustejovsky
and Anick 1988, Pustejovsky et al. 1993). These paradigms “encode basic lexical knowledge that
is not associated with individual entries but with sets of entries or concepts” (Bergler 1995: 169).
Such “meta-lexical” paradigms combine with linking information through an associated syntactic
schema to supply each lexical entry with information necessary for semantic processing. While it

54. An examination of the Aristotelian roots of the qualia theory fails to fill the vacuum either. 
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is possible to view this simply as a convenience device that allows the lexicographer to specify a
set of constraints for a group of lexical entries at once (as was, for instance, done in the KBMT-89
project (Nirenburg et al. 1991), this approach can be seen as a step toward incorporating an ontol-
ogy. 

Bergler (1995) extends the amount of these “meta-lexical” structures recognized by the generative
lexicon to include many elements that are required for actual text understanding. Thus, she pre-
sents a set of properties she calls a “style sheet,” whose genesis can be traced to the “pragmatic
factors” of PAULINE (Hovy 1988). She stops short, however, of incorporating a full-fledged
ontology and instead introduces nine features, in terms of which she describes reporting verbs in
English. A similar approach to semantic analysis with a set number of disjoint semantic features
playing the role of the underlying meaning model was used in the Panglyzer analyzer (see, for
instance, Nirenburg 1994). 

There is a great deal of apprehension and, we think, miscomprehension about the nature of ontol-
ogy in the literature, and we addressed some of these and related issues in Section 2.6.2.2 above,
Chapter 5 below as well as in Nirenburg et al. (1995). One recurring trend in the writings of
scholars from the AI tradition is toward erasing the boundaries between ontologies and taxono-
mies of natural language concepts. This can be found in Hirst (1995), who acknowledges the
insights of Kay (1971). Both papers treat ontology as the lexicon of a natural (though invented)
language, and Hirst objects to it, basically, along the lines of the redundancy and awkwardness of
treating one natural language in terms of another. Similarly, Wilks et al.(1996: 59) see ontological
efforts as adding another natural language (see also Johnston et al. 1995: 72), albeit artificially
concocted, to the existing ones, while somehow claiming its priority.

By contrast, in ontological semantics, an ontology for NLP purposes is seen not at all as a natural
language but rather as a language-neutral “body of knowledge about the world (or a domain) that
a) is a repository of primitive symbols used in meaning representation; b) organizes these symbols
in a tangled subsumption hierarchy; and c) further interconnects these symbols using a rich sys-
tem of semantic and discourse-pragmatic relations defined among the concepts” (Mahesh and
Nirenburg 1995: 1; see also Section 7.1). The names of concepts in the ontology may look like
English words or phrases but their semantics is quite different and is defined in terms of explicitly
stated interrelationships among these concepts. The function of the ontology is to supply “world
knowledge to lexical, syntactic, and semantic processes” (ibid), and, in fact, we use exactly the
same ontology for supporting multilingual machine translation. 

An ontology like that comes at a considerable cost—it requires a deep commitment in time, effort,
and intellectual engagement. It requires a dedicated methodology based on a theoretical founda-
tion (see Chapter 5 below). The rewards, however, are also huge: a powerful base of primitives,
with a rich content and connectivity made available for specifying the semantics of lexical entries,
contributing to their consistency and non-arbitrariness.55 

4.3.3  Lexical Semantics and Pragmatics
In much of lexical and formal semantics, three major post-syntactic modules are often distin-
guished, though not at all often developed: lexical semantics, compositional semantics and prag-
matics. Pragmatics is variously characterized as “commonsense knowledge,” “world knowledge,”
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or, even more vaguely, context. It is perceived as complex, and, alternatively, not worth doing or
not possible to do, at least for now (see, for instance, Pustejovsky 1995: 4, Copestake 1995).
Occasionally, brief incursions into this terra incognita are undertaken in the framework of syntax-
driven lexical semantics (see, for instance, Asher and Lascarides 1995, Lascarides 1995) in order
to account for difficulties in specific lexical descriptions. Pragmatic information is, then, added to
corresponding lexical entries to explain the contextual meanings of words. Curiously, pragmatics
is, on this view, related to lexical semantics but not to sentential semantics. 

An important point for us in understanding this position is that scholars firmly committed to for-
mality (and formalism, see Section 2.4.1.4) felt compelled to venture into an area admittedly
much less formalizable, because without this, it would not have been possible to account for cer-
tain lexical semantic phenomena. The next logical step, then, would be to come up with a compre-
hensive theory and methodology for combining all kinds of pertinent information with lexical
meaning and characteristics of the process of deriving sentential meaning. We believe that contin-
ued reliance on truth-conditional formal semantics as a theory of sentential meaning would make
such an enterprise even more difficult than it actually is. 

Ontological semantics does not see any reason even to distinguish pragmatics in the above sense
from deriving and representing meaning in context—after all, any kind of language- or world-
related information may, and does, provide clues for semantic analysis. The sentential semantics
in our approach is designed to accommodate both types of information. As Wilks and Fass (1992:
1183) put it, “knowledge of language and the world are not separable,56 just as they are not sepa-
rable into databases called, respectively, dictionaries and encyclopedias” (see also Nirenburg
1986). Practically, world knowledge, commonsense knowledge, or contextual knowledge, is
recorded in the language-independent static knowledge sources of ontological semantics—the
ontology and the Fact DB. The main question that an ontological semanticist faces with respect to
that type of knowledge is not whether it should be recorded but rather how this is done best.

4.4 Description Coverage

In principle, any theory prefers to seek general and elegant solutions to an entire set of phenomena
in its purview. In practice, lexical semantics has to choose whether account only for those phe-
nomena that lend themselves to generalization or to hold itself responsible for describing the
entire set of phenomena required by a domain or an application. 

GL shares with theoretical linguistics the practice of high selectivity with regard to its material.

55. Ontological semantic lexicons fit Fillmore and Atkins’ (1992: 75) vision of an ideal dictionary of the fu-
ture: “...we imagine, for some distant future, an online lexical resource, which we can refer to as a
“frame-based” dictionary, which will be adequate to our aims. In such a dictionary,... individual word
senses, relationships among the senses of the polysemous words, and relationships between (senses of)
semantically related words will be linked with the cognitive structures (or ‘frames’), knowledge of
which is presupposed by the concepts encoded by the words.”

56. The very existence of the distinction between lexical and pragmatic knowledge, the latter equated with
“world knowledge” or “encyclopedic knowledge,” has been a subject of much debate (see Raskin
1985a,b, 1985c: 134-135, 2000; for more discussion of the issue—from both sides—see Hobbs 1987,
Wilensky 1986, 1991, Peeters 2000; cf. Wilks 1975a, 1975b: 343).
Page 115



This makes such works great fun to read: interesting phenomena are selected; borderline cases are
examined. The tacit assumption is that the ordinary cases are easy to account for, and so they are
not dealt with. As we mentioned elsewhere (Raskin and Nirenburg 1995), in the whole of trans-
formational and post-transformational semantic theory, only a handful of examples has ever been
actually described, with no emphasis on coverage. Lexical semantics is largely vulnerable on the
same count.

Large-scale applications, on the other hand, require the description of every lexical-semantic phe-
nomenon (and a finer-grained description than what can be provided by a handful of features,
often conveniently borrowed from syntax), and the task is to develop a theory for such applica-
tions underlying a principled methodology for complete descriptive coverage of the material. The
implementation of any such project would clearly demonstrate that the proverbial common case is
not so common: there are many nontrivial decisions and choices to make, often involving large
classes of data.

Good theorists carry out descriptive work in full expectation that a close scrutiny of data will lead
to, often significant, modifications of their a priori notions. The task of complete coverage forces
such modifications on pre-empirical theories. Thus, the need to describe the semantics of scalars
forced the development of the previously underexplored phenomenon of scale, e.g., big (scale:
SIZE), good (scale: QUALITY), or beautiful (scale: APPEARANCE) in the study of the semantics of
adjectives. 

There are many reasons to attempt to write language descriptions in the most general manner—
the more generally applicable the rules, the fewer rules need to be written; the smaller the set of
rules (of a given complexity) can be found to be sufficient for a particular task, the more elegant
the solution, etc. In the area of the lexicon, for example, the ideal of generalizability and produc-
tivity is to devise simple entries which, when used as data by a set of syntactic and semantic anal-
ysis operations, regularly yield predictable results in a compositional manner. To be maximally
general, much of the information in lexical entries should be inherited, based on class member-
ship or should be predictable from general principles.

However, experience with NLP applications shows that the pursuit of generalization for its own
sake promises only limited success. In a multitude of routine cases, it becomes difficult to use
general rules—Briscoe and Copestake (1996) is an attempt to alleviate this problem through non-
linguistic means. The enterprise of building a language description maximizing the role of gener-
alizations is neatly encapsulated by Sparck Jones: “We may have a formalism with axioms, rules
of inference, and so forth which is quite kosher as far as the manifest criteria for logics go, but
which is a logic only in the letter, not the spirit. This is because, to do its job, it has to absorb the
ad hoc miscellaneity that makes language only approximately systematic” (1991, p.137). 

This state of affairs, all too familiar to anybody who has attempted even a medium-scale descrip-
tion of an actual language beyond the stages of morphology and syntax, leads to the necessity of
directly representing, usually in the lexicon, information about how to process small classes of
phenomena which could not be covered by general rules. An important goal for developers of
NLP systems is, thus, to find the correct balance between what can be processed on general prin-
ciples and what is idiosyncratic in language, what we can calculate and what we must know liter-
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ally, what is compositional and what is conventional. In other words, the decision as to what to put
into a set of general rules and what to store in a static knowledge base such as the lexicon
becomes a crucial early decision in designing computational-linguistic theories and applications.
Thus, the question is: to generalize or not to generalize?

The firmly negative answer (“never generalize”) is not common in NLP applications these days—
after all, some generalizations are very easy to make and exceptions to some rules do not faze too
many people: morphology rules are a good example.57 A skeptical position on generalization, i.e.,
“generalize only when it is beneficial,” is usually taken by developers of large-scale applications,
having to deal with deadlines and deliverables. Only rules with respectable-sized scopes are typi-
cally worth pursuing according to this position (see Viegas et al. 1996b). The “nasty” question
here is: are you ready then to substitute “a bag of tricks” for the actual rules of language? Of
course, the jury is still out on the issue of whether language can be fully explained or modeled—
at least, until we learn what actually goes on in the mind of the native speaker—with anything
which is not, at least to some extent, a bag of tricks. 

Rules and generalizations can be not only expensive but also in need of corrective work due to
overgeneralization; and this has been a legitimate recent concern (see, for instance, Copestake
1995, Briscoe et al. 1995). Indeed, a rule for forming the plurals of English nouns, though cer-
tainly justified in that its domain (scope) is vast, will produce, if not corrected, forms like gooses
and childs. For this particular rule, providing a “stop list” of (around 200) irregular forms is rela-
tively cheap and therefore acceptable on the grounds of overall economy. The rule for forming
mass nouns determining meat (or fur) of an animal from count nouns denoting animals (as in He
doesn’t like camel), discussed in Copestake and Briscoe (1992) as the “grinding” rule, is an alto-
gether different story. The delineation of the domain of the rule is rather difficult (e.g., one has to
deal with its applicability to shrimp but not to mussel; possibly to ox but certainly not to heifer or
effer; and, if one generalizes to non-animal food, its applicability to cabbage but not carrot).
Some mechanisms were suggested for dealing with the issue, such as, for instance, the device of
‘blocking’ (see Briscoe et al. 1995), which prevents the application of a rule to a noun for which
there is already a specific word in the language (e.g., beef for cow). Blocking can only work, of
course, if the general lexicon is sufficiently complete, and even then a special connection between
the appropriate senses of cow and beef must be overtly made, manually. 

Other corrective measures may become necessary as well, such as constraints on the rules,
counter-rules, etc. They need to be discovered. At a certain point, the specification of the domains
of the rules loses its semantic validity, and complaints to this effect have been made within the
approach itself (see, for instance, Briscoe and Copestake 1996 about such deficiencies in Pinker
1989 and B. Levin 1993; Pustejovsky 1995: 10 about B. Levin’s 1993 classes).

A semantic lexicon that stresses generalization faces, therefore, the problem of having to deal
with rules whose scope becomes progressively smaller, that is, the rule becomes applicable to

57. Even in morphology, however, generalization can go overboard. Using a very strict criterion of member-
ship in a declension paradigm, Zaliznyak (1967) demonstrated that Russian has 76 declension para-
digms for nouns. Traditional grammars define three. These three, however, cover all but a few hundred
Russian nouns. One solution is to write rules for all 76 paradigms. The other is to write rules only for
those paradigms with a huge membership and list all the other cases as exceptions. 
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fewer and fewer lexical units as the fight against overgeneration (including blocking and other
means) is gradually won. At some point, it becomes methodologically unwise to continue to for-
mulate rules for creation of just a handful of new senses. It becomes easier to define these senses
extensionally, simply by enumerating the domain of the rule and writing the corresponding lexical
entries overtly.

Even if it were not the case that the need to treat exceptions reduces the scope of the rules postu-
lated to do that, the overall size of the original scope of a rule, such as the grinding rule (see also
Atkins 1991, Briscoe and Copestake 1991, Ostler and Atkins 1992), should cause a considerable
amount of apprehension. It is quite possible that the size of its domain is commensurate with the
size of the set of nouns denoting animals or plants to which this rule is not applicable. That should
raise a methodological question about the utility of this rule. Is it largely used as an example of
what is possible or does it really bring about savings in the descriptive effort? Unless one claims
and demonstrates the latter, one runs a serious risk of ending up where the early enthusiasts of
componential analysis found themselves, after long years of perfecting their tool on the semantic
field of terms of kinship (see, for instance, Goodenough 1956, Greenberg 1949, Kroeber 1952,
Lounsbury 1956). The scholarship neglected the fact that this semantic field was unique in being
an ideal fit for the method (n binary features describing 2n meanings). Other semantic fields, how-
ever, quickly ran the technique into the ground through the runaway proliferation of semantic fea-
tures needed to be postulated for covering those fields adequately (see also Section 3.4.3 above).
We have found no explicit claims in all the excellent articles on grinding and the blocking of
grinding about extensibility of the approach to other rules or rule classes. In other words, the con-
cern for maximum generalization within one narrow class of words is not coupled with a concern
for developing a methodology of discovering other lexical rules.

We believe that the postulation and use of any small rule, without an explicit concern for its gen-
eralizability and portability, is not only bad methodology but also bad theory because a theory
should not be littered with generalizations whose applicability is narrow. The greater the number
of rules and the smaller their domains, the less manageable—and elegant—the theory becomes.
Even more importantly, the smaller the scope and the size of a semantic class, the less likely it is
that a formal syntactic criterion (test) can be found for delineating such a class, and the use of
such a criterion for each rule seems to be a requirement in the generative lexicon paradigm. This
means that other criteria must be introduced, those not based on surface syntax observations.
These criteria are, then, semantic in nature (unless they are observations of frequency of occur-
rence in corpora). We suspect that if the enterprise of delineating classes of scopes for rules is
taken in a consistent manner, the result will be the creation of an ontology. As there are no syntac-
tic reasons for determining these classes, new criteria will have to be derived, specifically, the cri-
teria used to justify ontological decisions in our approach.

This conclusion is further reinforced by the fact that the small classes set up in the battle against
overgeneralization are extremely unlikely to be independently justifiable elsewhere within the
approach, which goes against the principle of independent justification that has guided linguistic
theory since Chomsky (1965), where the still reigning and, we believe, valid paradigm for the
introduction of new categories, rules, and notational devices into a theory was introduced. Now,
failure to justify a class independently, opens it to the charge of ad hoc-ness, which is indefensible
within the paradigm. The only imaginable way out lies, again, in an independently motivated
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ontology.
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5.  Formal Ontology and the Needs of Ontological Semantics
In this chapter, we briefly discuss the philosophical and formal approaches to ontology as they
relate to the needs of ontological semantics. We try to position ontological semantics within the
field of formal ontology, though we do not attempt to catalogue all the existing ontology develop-
ment projects. A comprehensive survey is difficult to accomplish, largely because few ontologies
are accessible for comparison either in their entirety or in terms of their architecture and acquisi-
tion. 

What we attempt to do here is four things. First, we place ontology in the context of the philo-
sophical discipline of metaphysics. Metaphysics deals with the most basic categories, and it is a
scary thought, in the spirit of the tool influencing the object under observation, that a different cat-
egory choice may change one’s entire picture of the world. We will see that some claims associ-
ated with metaphysics pertain to our concerns but many do not, and we discuss briefly to what
extent that should concern us.

Second, we address a number of formal issues in ontology, as developed in the field and as they
pertain to our needs. Third, we discuss the important distinction between ontology and natural
language, primarily in relation to the phenomenon of ambiguity. And finally, we offer a wish list
from ontological semantics to be considered as an extended agenda of formal ontology.

5.1 Ontology and Metaphysics

Guarino (1998a: 4) suggests a distinction between “Ontology” and “ontology.” The former is an
academic discipline within philosophy, and we will use for it a more appropriate name, metaphys-
ics, a name that many scholars have been hesitating to use since the positivists “made it into a
term of abuse [accusing it of] isolating statements about mental life from any possibility of verifi-
cation or falsification in the public world” (Kenny, 1989: ix). We would like to restore the term to
its legitimate domain. Like Kenny and other authors of recent works reinstating metaphysics (see,
for instance, Jubien 1997, Loux 1998), we must avoid “the confusion that can be generated by bad
metaphysics” and crave “the clarity which is impossible without good metaphysics” (Kenny
1989: ix).

Metaphysics is a traditional philosophical discipline, perhaps the most ancient one, that can be
traced back at least to Aristotle. It “attempt[s] to provide an account of being qua being (Loux
1998: x). In accounting for being, metaphysics delineates “the categories of being” (ibid.). These
categories form the basic philosophical concepts, and those, in turn, 

“underlie all genuine scientific inquiry because science cannot even begin in the absence of
philosophical assumptions and presuppositions. These assumptions are generally not stated
explicitly and so may not even be noticed by practicing scientists or students of science. But
they are there.

As an example, physics presupposes the following three things: (1) that there exists a
physical reality independent of our mental states; (2) that the interactions of the stuff
constituting this reality conform to certain general laws; and (3) that we are capable of
grasping physical laws and obtaining evidence that favors or disfavors specific proposed
laws.... The first two are metaphysical in nature while the third is epistemological.... [T]hey
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are not at all self-evidently true...... [T]hey are not themselves part of the subject matter of
physics.” (Jubien 1997: 3-4)

Now, the list of basic categories proposed by metaphysics, the “‘official’ philosophical inventory
of things that are... is usually called an ontology” (Loux 1998: 15; cf. also Bergman 1992, Gross-
man 1992, Chisholm 1996). This is, of course, Guarino’s lower-case ontology; it is the sense also,
in which our ontology, that of ontological semantics, exists.

The philosophical discipline of metaphysics faces a number of difficult, empirically unsolvable
issues. The central one is the existence of properties, on which philosophers have always been
divided into two basic camps (by now, with innumerable gradations), viz., the realists and natural-
ists/nominalists. The realists recognize the existence of two types of entities, individuals, which
exist in time and space, and properties of individuals, which are abstract and, as such, atemporal
and aspatial. The naturalists recognize the existence of just individuals.

Both camps have serious problems. The realists have to cope with two different kinds of exist-
ence, including the unobservable and directly unverifiable existence of abstract properties. Free of
that concern, the naturalists have a hard time explaining away the similarity of two individuals in
terms of purely physical existence. Over the centuries, the battle has seen many ingenious propos-
als on both sides, but the issue will not and possibly cannot go away.

How does this serious problem affect an ontology? What impact does it have on ontological
semantics? Had it had sided with the naturalists, it would not have had any properties in the ontol-
ogy but, of course, it does. Furthermore, the ontology in ontological semantics includes abstract
and non-existent entities alongside physical entities. In fact, a very large branch of this ontology,
in all its implementations, is devoted to mental objects and another, to mental processes. A close
comparison of the ontological node for a typical mental entity and a typical physical entity will
show that the fillers of the pertinent properties do reflect the distinction, e.g., a mental process
will manipulate mental objects and the physical, only physical.

What ontological semantics aims to reflect is the use of concepts by humans as they see it, intro-
spectively and speculatively; and people do talk about properties, fictional entities (unicorns or
Sherlock Holmes), and abstract entities as existing. For us, however, the decision to include the
abstract and fictional entities in the ontology is not motivated by the fact that these entities can be
referred to in a natural language. Rather, we believe that languages can refer to them precisely
because people have these concepts in their universe. 

Constructing an ontology should not be viewed as a task for metaphysics. Instead, this is a prob-
lem of representing knowledge and, thus, belongs in epistemology. That is, the object of study
here is human knowledge about entities, not entities themselves. Inasmuch as humans know about
unicorns as well as, say, goats, the respective concepts in the ontology have the same status. It is
not, therefore, important for a constructed ontology that unicorns do not “exist” and goats do. The
main criterion for inclusion is a consensus among the members of the community using the ontol-
ogy (and generating and understanding documents to be processed with the help of the ontology)
concerning the properties of a concept. The basic conclusion of this line of thought is that episte-
mology (and, therefore, any constructed ontology) is neutral with respect to the major metaphysi-
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cal issue of existence.58

There is another claim routinely made about metaphysics that strikes us as importantly incorrect,
even if it is made by those who, like ourselves, recognize the importance of metaphysics. “[M]eta-
physics,” Loux states, “is the most general of all disciplines; its aim is to identify the nature and
structure of all that there is” (1998: x). But is it really? On the one hand, the very top levels of an
ontology should contain the most basic—and general—categories that no particular area of
research will claim as their own (Bateman refers to these levels as the “Upper Model” (see Bate-
man 1990, 1993; Hovy and Nirenburg 1992 reserves the term ‘ontology’ for the top levels only,
and uses ‘domain model’ for the lower levels). On the other hand, metaphysics is not responsible
for “the nature and structure” of, say, microbiological entities: microbiology, a part of biology, is.
So, like all other disciplines, metaphysics has its specific and pretty limited domain: it is that of
the universally shared basic categories. 

The choice of categories for use by a science, while definitely influenced by metaphysics, whose
categories are usually involved, is done by the philosophy of that science and not by metaphysics
per se. It is also quite realistic to think, even if a particular example may be hard to come by, that
a specific “low-level” discipline may stumble upon an important general property and claim a slot
for it among the basic properties of metaphysics. Practically, it means that designing ontology is
not a simple matter of putting the metaphysical categories on top and letting specific disciplines
and domains add descendants.

5.2 Formal Ontology

Formal ontology is still a developing discipline, and a discipline which is clearly distinct from
ontological semantics in its perspective, so we will not presume here to review or to analyze it in
its entirety nor to anticipate or to prescribe the directions of its development. Instead, we will
review briefly some of the more pertinent aspects of formal ontology, those bearing theoretically
and practically on ontological semantics.

5.2.1  Formal Basis of Ontology
While metaphysics is an ancient discipline and ontology has been commented upon by every
major philosopher of modernity, most influentially perhaps by Kant and Hegel, it is Husserl
(1900-01) who is usually credited with founding formal ontology. He saw the field as parallel to
formal logic: “[f]ormal logic deals with the interconnections of truths... [while] formal ontology
deals with the interconnections of things, with objects and properties, parts and wholes, relations
and collectives” (Smith 1998: 19).

Formal ontology is seen as being founded on the mathematical disciplines of mereology, which
studies the relations between parts and wholes, theory of dependence, and topology. There is a
body of work studying these disciplines, their relations to ontologies, and issues with their appli-

58. It is precisely because of this neutrality that text meaning (a form of recording knowledge) is neutral to
its truth value. In other words, a sentence may be meaningful even if it does not have a truth value; that
is, for instance, if it talks about unicorns or the present kings of France or even if it states that apples fall
upwards. The above is a succinct refutation of truth-conditional semantics (see XREF). 
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cations to ontology (see, for instance, Simons 1987, Bochman 1990, Smith 1996, 1997, 1998,
Varzi 1994, 1996, 199859). Other scholars develop formal devices within mereo(topo)logy to
accommodate such particular elements of ontology as space and time (Muller 1998), a particular
kind of artifacts (Reicher 1998), deontic phenomena (Johannesson and Wohed 1998) or inherit-
ance models (Schäfer 1998), among others. Complex ontological entities, such as patterns
(Johansson 1998, Johannesson and Wohed 1998), stand out in this respect (cf. our own complex
events in Carlson and Nirenburg 1990; Section 7.1.5 below). To all of this, one must add the study
of inheritance (see, for instance, Horty et al. 1990).

More substantively, Guarino (1995: 5-6) sees “formal ontology... as the theory of a priori distinc-
tions: among the entities of the world (physical objects, events, regions, quantities of matter...);
among the meta-level categories used to model the world (concepts, properties, qualities, states,
roles, parts...)” The two distinctions have—or should have—a different, hierarchical status in any
formal theory: the higher-level distinctions are metaphysical, and the lower-level distinctions
should be formulated in terms of those metaphysical distinctions or, at the very least, should be
strongly determined by them.

The semantic aspect of formal ontology is, of course, a serious problem, as it is with any formal
theory. In the matter of ontological definition, according to Guarino (1997: 298), “[t]he ultimate
definition should make clear that it includes a structure, not just the taxonomy, that all the rela-
tions are given in terms of their meaning, and that there is a logical language that corresponds to
the ontology, so that ‘an ontology is an explicit, partial account of the intended models of a logical
language.’”

In this regard, Guarino finds Gruber’s (1993: 199) much quoted view of an ontology as an explicit
specification of a conceptualization extensional and shallow because a conceptualization can be—
and has been—easily confused with a state of affairs. Guarino wants to add intension to it, i.e., to
assign meaning to the relationship (see Guarino 1997, and 1998a: 5). He is not entirely clear about
the practical steps for doing that but we believe he is on target with that desire. Nor is it entirely
clear whether, for him, intensions are supposed to capture uninstantiated events while he sees
extensions as instantiations: this is necessary to do, but the intension-extension dichotomy may be
rather a confusing tool for the distinction. We believe that conceptualization and instantiation
belong to different stages in ontological work: the former takes place during ontology acquisition
while the latter is associated with ontology use. A recurring state of affairs deserves to be concep-
tualized, and an appropriate concept should be added to the ontology. In the process of using an
ontology, it is usually the instance of a concept that is created and manipulated. Guarino may also
be mistaken about the extensionality of Gruber’s definition60: it seems that the distinction was
immaterial for Gruber’s own, largely engineering, design-oriented focus on ontology (see below).

59. Schäfer 1998 even gushes about mereology “provid[ing] two of the elements which were distinguishing
for Chomsky’s methodological [?!] reform of linguistics: The possibility of rigorous formalisation and a
cognitive interpretation of the results” (108). His naiveté in choosing the role model for formal ontology
aside (cf. Ch. 1, fn. 17), the latter “element” is difficult to see as accomplished in Chomskian linguistics,
and it remains a problem and a bone of some contention, for instance, between Gruber and Guarino, as
we will see shortly.
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Guarino’s insistence on complete semantic interpretability of formal ontological statements is
most laudable. In fact, he addresses a very sensitive point when he sympathetically quotes a
remark by Woods (1975: 40-41) that

“philosophers have generally stopped short of trying to actually specify the truth conditions
of the basic atomic propositions, dealing mainly with the specification of the meaning of
complex expressions in terms of the meanings of elementary ones. Researchers in artificial
intelligence are faced with the need to specify the semantics of elementary propositions as
well as complex ones.”

Formal ontological statements in ontological semantics are, of course, TMR propositions (see
Chapter 6), and they are fully semantic in nature.

5.2.2  Ontology as Engineering
While ontology has a crucially important philosophical aspect discussed above, Guarino (1998a:
4) is essentially correct in observing that

“...in its most prevalent use in AI, an ontology refers to an engineering artifact, constituted
by a specific vocabulary used to describe a certain reality, plus a set of explicit assumptions
regarding the intended meaning of the vocabulary words61. This set of assumptions has
usually the form of a first-order logical theory, where vocabulary words appear as unary or
binary predicate names, respectively called concepts and relations. In the simplest case, an
ontology describes a hierarchy of concepts related by subsumption relationships; in more
sophisticated cases, suitable axioms are added in order to express other relationships between
concepts and to constrain their intended interpretation.”

Gruber (1995: 909), unnecessarily, takes the same idea away from philosophy and metaphysics,
while coming up with useful engineering criteria for ontology design:

“Formal ontologies are designed. When we choose how to represent something in an

60. Gruber himself borrows the notion of conceptualization from Genesereth and Nilsson (1987): A body of
formally represented knowledge is based on a conceptualization: the objects, concepts, and other enti-
ties that are presumed to exist in some area of interest and the relationships that hold them. This is not so
distinct from Guarino’s own bases: Quine’s view (1953; cf. Guarino 1997: 296) that a logical theory is
committed to the entities it quantified over, Newell’s definition of knowledge as “whatever can be as-
cribed to an agent, such that its behavior can be computed according to the principle of rationality”
(Newell 1982; cf. Guarino 1995: 1-2), or Wielinga and Schreiber’s (1993) similar statement that “[an
AI] ontology is a theory of what entities can exist in the mind of a knowledgeable agent.” But, Guarino
(1998a: 5) claims,

“[t]he problem with Genesereth and Nilsson’s notion of conceptualization is that it refers to ordi-
nary mathematical relations on [a domain] D. i.e., extensional relations. These relations reflect a
particular state of affairs: for instance, in the blocks world, they may reflect a particular arrange-
ment of blocks on the table. We need instead to focus on the meaning of these relations, indepen-
dently of a state of affairs: for instance, the meaning of the ‘above’ relation lies in the way it refers
to certain couples of blocks according to their spatial arrangement. We need therefore to speak of
intensional relations...”

61. It should be emphasized right away that these “words” are not words of a natural language, something
about which Guarino himself and some other scholars are not always careful enough—see Section 5.3
for further discussion.
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ontology, we are making design decisions. To guide and evaluate our designs, we need
objective criteria that are founded on the purpose of the resulting artifact, rather than based on
a priori notions of naturalness or Truth. Here we propose a preliminary set of design criteria
for ontologies whose purpose is knowledge sharing and interoperation among programs
based on a shared conceptualization.

1. Clarity. An ontology should effectively communicate the intended meaning of defined
terms. Definitions should be objective.... Wherever possible, a complete definition (a
predicate defined by necessary and sufficient conditions) is preferred over a partial definition
(defined by only necessary or sufficient conditions).

2. Coherence. An ontology should be coherent: that is, it should sanction inferences that are
consistent with the definitions.... If a sentence that can be inferred from the axioms
contradicts a definition or example given informally, then the ontology is incoherent.

3. Extendibility [sic]...[O]ne should be able to define new terms for special uses based on the
existing vocabulary, in a way that does not require the revision of the existing definitions.

4. Minimal encoding basis.... Encoding bias should be minimized [to allow for various
encoding options.]

5. Minimal ontological commitment.... An ontology should make as few claims as possible
about the world being modeled, allowing the parties committed to the ontology freedom to
specialize and instantiate the ontology as needed.”

The degree of commitment to an ontology in an information system may vary from zero to vague
awareness to ontology-drivenness. “In some cases,” Guarino writes (1998a: 3), “the term ‘ontol-
ogy’ is just a fancy name denoting the result of familiar activities like conceptual analysis and
domain modeling, carried out by means of standard methodologies.” Ontology really comes into
its own when its “own methodological and architectural peculiarities” (ibid.) come into play. In
this case, the ontology becomes an integral component of the information system, “cooperating at
run time towards the ‘higher’ overall goal” (op. cit.: 11). While definitely “ontology-driven,”
ontological semantics can, we believe, claim an even higher status: it is actually ontology-based,
or ontology-centered.

5.2.3  Ontology Interchange
The last important issue of formal ontology we will touch upon briefly here is the movement to
share and reuse ontologies. In fact, this is what Gruber’s Criterion 5 above includes. Our own
ontology has been shared by us with other groups and multiply reused both at CRL and elsewhere.

There are, however, two non-trivial issues with ontology interchange. One of them is the dichot-
omy, well-known in descriptive and computational linguistics, between a specific domain and a
multidomain situation. When designing an ontology for a domain (or describing a sublanguage of
natural language—see Section 9.3.6; cf. Raskin 1990), one can take full advantage of its limited
nature and achieve a higher accuracy of description. This comes, however, at a price: the more
domain-specific the description the less portable it is outside of the domain.

Furthermore, some scholars claim that no domain knowledge is or can be independent from a par-
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ticular task for which it is developed and a particular method employed—this approach is, of
course, well-known in physics. According to Bylander and Chandrasekaran (1988), ontology
design cannot be free of “the so-called interaction problem: ‘Representing knowledge for the pur-
pose of solving some problem is strongly affected by the nature of the problem and the inference
strategy to be applied to the problem.’” Ignoring the long-standing debate on the issue in post-
Bohr physics, Guarino (1997: 293) mounts his own defense, coupled with a reasonable plea: 

“I will defend here the thesis of the independence of domain knowledge. This thesis should
not be intended in a rigid sense, since it is clear that—more or less—ontological
commitments always reflect particular points of view (for instance, the same physical
phenomenon may be described in different ways by an engineer, by a physicist or by a
chemist); rather, what I would like to stress is the fact that reusability across multiple tasks or
methods can and should be systematically pursued62...”

The ontological community has devoted a considerable effort to pursue this goal systematically.
In a widely shared opinion, Gruber (1993: 200; cf. Nirenburg et al. 1995) stated correctly that

“[k]nowledge-based systems and services are expensive to build, test, and maintain. A
software engineering methodology based on formal specifications of shared resources,
reusable components, and standard services is needed. We believe that specifications of
shared vocabulary can play an important role in such a methodology.”

The second non-trivial issue in ontology interchange is developing formal tools for making the
importation and interchange of ontologies possible. Gruber (1993) proceeded to define such a for-
mal tool, Ontolingua, the best-known system for translating ontologies among notations. Ontolin-
gua uses KIF, the Knowledge Interchange Format, designed by Genesereth and Fikes (1992):

“KIF is intended as a language for the publication and communication of knowledge. It is
intended to make the epistemological-level (McCarthy & Hayes, 1969) content clear to the
reader, but not to support automatic reasoning in that form. It is very expressive, designed to
accommodate the state of the art in knowledge representation. But it is not an implemented
representation system” (Gruber 1993: 205). 

All of this is quite appropriate for translating ontologies because the same can be said of ontolo-
gies themselves. Designing ontologies for portability means that 

“[e]xplicit specifications of... ontologies are essential for the development and use of

62. Outside of formal ontology proper, in the field of knowledge representation, Doyle and Patil (1991: 289)
cast a vote of confidence in the possibility of “general purpose representation systems.” They “argue
that general purpose knowledge representation systems should provide:

•Fully expressive languages,
•Tolerance of incomplete classification,
•Terminological classification over relevant contingent as well as definitional information,
•Nondeductive as well as deductive forms of recognition which permit “approximate” classification 

and “classification” of concepts involving defaults, and
•Rational management of inference tools” (op.cit.: 266).
These additional properties seem to complement nicely the more external constraints by Gruber in

Section 5.2.2 above.
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intelligent systems as well as for the interoperation of heterogeneous systems.

Ontology construction is difficult and time consuming. This large development cost is a
major barrier to the building of large scale intelligent systems and to widespread knowledge-
level interactions of computer-based agents. Since many conceptualizations are intended [or
can be found] to be useful for a wide variety of tasks, an important means of removing this
barrier is to encode ontologies in a reusable form so that large portions of an ontology for a
given application can be assembled from existing ontologies in ontology repositories”
(Farquhar et al. 1995: 1; cf. Farquhar et al. 1996, 1997).

To this effect, the Fikes group has actually implemented a website for ontology importation and
integration (http://WWW-KSL-SVC.stanford.edu:5915/&service=frame-editor). Our own experi-
ence in augmenting and modifying existing ontologies shows that, while often simpler than
acquiring ontologies from scratch, it is still a labor-intensive effort that can be facilitated in many
ways, of which the specification of a reusable format may not even be the most important one.
The development of dedicated semi-automatic ontology acquisition methodologies and tools is, in
our estimation, much more useful, specifically because it concentrates on content, not format.

5.3 Ontology and Natural Language

In the preceding two sections, we discussed well-explored areas of philosophical and formal
ontology, primarily as they pertain to ontological semantics. In this section, we are venturing into
the difficult and underexplored part of formal ontology, namely, the relations between ontology
and natural language.

5.3.1  A Quick and Dirty Distinction Between Ontology and Natural Language
Guarino (1998b) criticizes several existing ontologies, including the Mikrokosmos implementa-
tion of ontological semantics, for allowing ambiguity in certain ontological nodes, e.g., treating
the node WINDOW as both an artifact and a place, thus effectively postulating what, from his point
of view, is a non-existing concept that subsumes the properties of both. Similarly, he objects to a
link from the COMMUNICATION-EVENT node to both SOCIAL-EVENT and MENTAL-EVENT as par-
ents. 

This criticism can be appropriate only if ambiguity in ontological concepts is not allowed in any
form. In that case, the distinction between natural language and ontology is simple and clear-cut:
words can be ambiguous; concepts, cannot.63 To accommodate the absence-of-ambiguity princi-
ple, an ontology should have different nodes in different places for the concepts WINDOW-ARTI-
FACT and WINDOW-PLACE, or for MENTAL-COMMUNICATION-EVENT and SOCIAL-
COMMUNICATION-EVENT, even if it chooses to use the same English word in their labels.

If ambiguity so clearly demarcates words from concepts, then it is rather surprising that Guarino
considers linguistics a participant in the development of an ontology: “[o]n the methodological

63. Whether lexical ambiguity is accidental or systematic, has nothing to do with ontological concepts per
se. For example, in the AQUILEX and CORELEX projects much effort has been expended on treating as
many instances of ambiguity as possible in a systematic way. Then, Buitelaar (1998), a CORELEX con-
tribution, does not seem to belong in the volume on ontology edited by Guarino.
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side, the main peculiarity is the adoption of a highly interdisciplinary approach, where philosophy
and linguistics play a fundamental role in analyzing the structure of a given reality at a high level
of generality and in formulating a clear and vigorous vocabulary” (1998a: 3). In what sense,
does—or can—linguistics contribute to this enterprise? Bateman (1993) provides a reasonably
clear explanation: “ontology construction [should be based] on an understanding of natural lan-
guage.” Hovy and Nirenburg (1992) is more cautious and circumspect: the knowledge we obtain
from our understanding of a particular natural language should be integrated with and into a lan-
guage-neutral ontology, presumably by combining the material from different languages. It
should be stressed, however, that both of the above opinions relate more to the ability of people to
perceive and manipulate knowledge through language than to the formal discipline of linguistics
and its legitimate purview. 

Moreover, the use of the term ‘vocabulary’ in the initial quote above licenses mixing ontological
nomenclature with units of the dictionary of a natural language, thus further contributing to the
unjustified fusion of the metalanguage of ontological description with natural language. As we
have argued elsewhere (see Nirenburg et al. 1995, Nirenburg and Raskin 1996: 18-20, and Sec-
tions 2.6.2.2 and 4.3.2), some scholars persist in this natural-language fallacy positively, as it
were, by insisting on using natural-language words instead of ontological concepts to represent
natural-language meanings, and others persist in it negatively by trying to expose an ontology as
camouflaged natural language. The former has a long history, if not a legitimate place in natural
language semantics; the latter is rather easily refuted by indicating that ontological concepts have
no ambiguity.

The confusion has a deep philosophical origin, going back at least 50 years, namely, the so-called
‘linguistic turn’ in philosophy (cf. Footnote 5 in Chapter 2): the move away from world phenom-
ena or even their representations in human concepts64 to the analysis of the meaning of proposi-
tions about these phenomena or concepts. Kenny (1989: viii) gives this move a pretty fair shake:

“In the last half-century many people have described themselves as adherents of, and many
people have described themselves as enemies of, linguistic philosophy. Neither adherence nor
opposition is a very useful stance unless one makes clear what one means by calling a
particular style of philosophy ‘linguistic.’

‘Philosophy is linguistic’ may mean at least six different things. (1) The study of language is
a useful philosophical tool. (2) It is the only philosophical tool. (3) Language is the only
subject-matter of philosophy. (4) Necessary things are established by linguistic convention.
(5) Man is fundamentally a language-using animal. (6) Everyday language has a status of
privilege over technical and formal systems. These six propositions are independent of each
other. (1) has been accepted in practice by every philosopher since Plato. Concerning the
other five, philosophers have been and are divided, including philosophy within the analytic
tradition. In my opinion, (1) and (5) are true, and the other four false.”

In our opinion, (5) does not contribute to the issue at hand, and the rest is false. Language is a tool
of philosophy to not a larger extent than it is for any other human endeavor. Studying language

64. The “slippage” from studying categories of the world in metaphysics to studying human concepts re-
flecting (or even replacing) these “objective” categories is usually attributed to Kant (1787—cf. Loux
1998: 2)
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takes away from philosophy like studying the screwdriver takes away from driving in a screw. We
are actually with Chisholm (1996: 8), when he writes:

“Aristotle says that in discussing the categories, he is concerned in part with our ordinary
language. And he says this often enough to provide encouragement to those contemporary
philosophers who believe that the statements of metaphysicians, to the extent that they are not
completely empty, tell us something about our language. One of our principal concerns,
however, is that of finding the ontological presuppositions of statements about language.

Where some readers of this book may expect to find discussions of language, they will find
discussions of thinking and intentionality instead.”

We would like to take it a little further still by claiming that Chisholm’s ontological presupposi-
tions are ontological content, ontological meaning, and it is separate from natural-language mean-
ing. 

5.3.2  The Real Distinction Between Ontology and Natural Language
In this section, we question the premise that ambiguity is what distinguishes natural language and
ontology. In particular, we will explore whether an ontology really must be unambiguous and
whether this ideal is at all attainable. Next, we will argue that the real distinction is that languages
emerge and are used by people, while ontologies are constructed for computers. 

Is the objection of formal ontology to having a single concept WINDOW with the properties of both
opening and artifact justified? The objection is predicated on the premise that there must be no
ambiguity in ontology. What does this premise mean in reality? In a formal logical system, no two
concepts can have the same name, and, conversely, no single concept can be referred to by more
than one name. Obviously, no such blatant violation of formality can be expected in any practical
ontology. So, what was, then, criticized by Guarino in the Mikrokosmos decision to use a single
concept for WINDOW? It was precisely the decision to declare WINDOW a single concept carrying
no ambiguity. 

Why would one prefer to split WINDOW into two different concepts? A claim that the English
word window has two distinct senses would have no bearing on this ontological decision because
it should not be expected that there will be a one-to-one relationship between the space of word
senses in a natural language (or, more accurately, the union of all word senses in all natural lan-
guages) and that of ontological concepts. On the contrary, it seems more important that there is
apparently no natural language in the world in which the word for WINDOW does not realize both
the opening and the artifact senses of the word. This semantic universal is probably the strongest
evidence we may have that people seem to conflate the two concepts. 

This phenomenon (known variously as regular polysemy, vagueness, underspecification, sense
permeability, etc.) is pervasive: book (or newspaper or even poem) in all languages refers both to
a physical object and its informational content; say (or smile or wink) to a physical phenomenon
and to conveying a message; bank (or school or shop) to an organization and a building housing it,
etc. Will formal ontology require that each of the concepts corresponding to these word senses be
duplicated in the manner suggested? 
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In the same vein, should there be different concepts for eat corresponding to eating with a spoon,
with a fork, with chopsticks or one’s fingers? After all, each of the above are distinct processes.65

Would it matter if in some language there were, in fact, different words for some of these pro-
cesses? In general, languages do not use isomorphic sets of lexeme names. This has given rise to
the widespread study of cross-language mismatches and translation divergences (see, for instance,
Viegas et al. 1999:190-195), as in the well-known example of English wall vs. Italian muro ‘out-
side wall’ and parete ‘inside wall.’ 

If an ontology is constructed according to Bateman, that is, based on an understanding of a natural
language, and that language happens to be Italian, then the ontology will have two separate con-
cepts for the inside and outside wall. Using such an ontology in NLP and defining lexical senses
in ontological terms as it is done, for instance, in the Mikrokosmos implementation of ontological
semantics, the two Italian words will be directly mapped into these concepts. Using the same
ontology to support the acquisition of the English lexicon, the entry for wall will have a connec-
tion to two ontological concepts, and this is the definition of polysemy in ontological semantics.
In other words, wall would have one sense more than if the ontology contained just one concept
for WALL. It might be counterintuitive for an English speaker to consider that wall has two senses
corresponding to the inside and the outside walls. 

If, on the other hand, ontology construction is based on English, there will be a single concept for
wall in it. From the point of view of the Italian speaker, this concept would be seen as a non-termi-
nal node in the ontological hierarchy which would have the concepts for muro and parete as its
children. This concept could be made a terminal node, thus becoming a conflation of the putative
child concepts, very similarly to what Guarino sees happening in the case of using a single con-
cept for WINDOW which conflates the notions of opening and artifact. There must be a reason to
include or not to include the children in the ontology. We have just seen that decisions based on
Italian and English are incompatible; which means that Bateman’s principle of “basing ontology
construction on an understanding of natural language” is not feasible. 

We can think of a practical, descriptive reason for not splitting the concept of WALL. Let us
assume that Italian is the only language with makes the above distinction. An ontology with two
separate concepts will add a sense to the entries of the word for wall in all the other languages,
which will result in many extra senses in the universal lexicon. If, on the other hand, the concept
is not split, the only price to pay is to add a disambiguation constraint to the lexical entries for
muro and parete.

A criterion for deciding when to stop splitting ontological concepts and, more generally, how to
demarcate them, deserves to be one of the cornerstones of formal ontology. It seems to have to do
with Gruber’s (1995: 909—see also Section 5.2.2 above) general ontology-design criterion of
‘minimal ontological commitment,’ and it needs further elaboration, along with other topics in
formal ontology (see Section 5.4 below). In linguistic semantics, it is hard to establish a similar
principle for limiting the polysemy of a lexical item, and typically, monolingual dictionaries pre-
fer to multiply the senses, the number of which can be radically reduced without loss both for the-

65. This example was used by Weinreich (1966) in his critique of Katz and Fodor (1963). Weinreich’s point
was that the semantic theory proposed by Katz and Fodor established no limits for polysemy. 
Page 130



oretical and practical purposes (see Nirenburg et al. 1995, Raskin and Nirenburg 1998: 192-199;
Section 9.3.5 below). In multilingual dictionaries, an important motivation for distinguishing
word senses in one language is the presence in another language of different words for realizing
these senses. In an early contribution to universal lexical semantics, Hjelmslev (1958) proposed to
format multilingual lexical semantic descriptions as follows:

In the above table, the French column features two sets of synonyms—arbre/bois1 and bois2/forêt
and one polysemous word, bois. The Danish column features two polysemous words, each with
two senses and one set of synonyms, troe2/skov1. The German column features three single-sense
words (at least, for the senses illustrated in the table). 

What Hjelmslev implied here is a method of crosslinguistic lexical semantic analysis. Dol-
gopol’sky (1962) implemented this method on the material of 28 languages. This method is based
on a geometric metaphor: should one choose to extend all horizontal lines across the entire table,
the resulting rows will correspond to what Hjelmslev called ‘values,’ i.e., relative, differential
meanings. One would think that, in ontological terms, these values would correspond to the most
detailed, atomistic conceptual representations, excluding any possibility of concept ambiguity or
conflation. In reality, some of these extensions will be hard to interpret: thus, the extension to the
left of the line between troe and skov would split the concept of wood as material into two unmo-
tivated concepts. 

As any dictionary of French, German or Danish will demonstrate, the words in the table realize
three distinct senses—those of plant, material and landscape feature. It is an accident that these
three senses correspond to the German words. One should expect that, in other cases of crossling-
uistic description, it will be another language that will turn out to be nonpolysemous.66 And yet in
other cases, no language may be found to provide nonpolysemous coverage of the senses
involved. The most appropriate ontology for representing the senses of the words in the table
should contain three concepts corresponding to the German word senses. As will be discussed in
the next section, we see it as a task for formal ontology to explore why it is so and what criteria
can be discovered for making such decisions. We have a very strong intuition that these three con-
cepts must be represented in the ontology to the exclusion of all alternatives. Such a decision

French German Danish

arbre ‘tree’ Baum
troe

bois

1) ‘wood’ material

2) ‘wood’ part of landscape

Holz

skov

Wald
forêt ‘forest
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strikes us as “natural” and obvious. As we have mentioned elsewhere (Nirenburg et al. 1995), this
feeling is shared by all the members of our research team, which makes such decisions reproduc-
ible. It is not entirely clear to us what this certainty is based on, and we believe that it is the task of
formal and philosophical ontology to address this issue. 

Ambiguity is pervasive in language and must be handled. We have seen that it cannot be
expunged from any specific implementation of ontology, because of no purely conceptual limits
on grain size. Moreover, an effort to split ontological concepts into the ever smaller unambiguous
units leads to a sharp increase in polysemy and, therefore, makes the task of disambiguation so
much more difficult. As we will argue in the next section, no ontology exists in a vacuum. It inter-
acts with other resources, such as knowledge representation languages, lexicons, analyzers, gener-
ators, general reasoning modules, etc. It is safe to assume that the overall amount of ambiguity to
be addressed in any application is fairly constant at a given grain size. The differences among the
various approaches to the treatment of ambiguity may be articulated as differences in the distribu-
tion across the above resources of the knowledge necessary for resolving the ambiguity. So, if an
ontology is made less ambiguous, it only means that the ambiguity will have to be treated increas-
ingly elsewhere. 

The confusion about ambiguity creeps into the important issue of the distinction between ontol-
ogy and natural language in yet another way. Wilks (Wilks et al. 1996: 59, Nirenburg and Wilks
1997—see also Section 2.6.2.2 and references there) has eloquently argued that the very fact of
using English words as labels for ontological concepts smuggles natural language ambiguity into
ontology, and thus there is no basic difference between the representation language of ontology
and a natural language: 

“YW: The first feature of language that should concern us in this discussion is as follows:
can predicates of a representational language avoid ending up ambiguous as to sense? The
negative answer to this question would make RLs NL-like. It will also mean that
understanding a representation involves knowing what sense a symbol is being used in. If
NLs are necessarily extensible as to sense—and words get new senses all the time—then can
RLs that use NL symbols avoid this fate?” (Nirenburg and Wilks 1997: 4—from Wilks’
contribution to the dialog-format article).

What Wilks seems to ignore here is that the meanings of the ontological labels are constructed—
in the sense of being formally defined for the use by the computer. The computer perceives these
labels straightforwardly; no comparison or reference is made to any words of any natural lan-
guage with which these labels can be homographous. Wilks is right that a human reading such a

66. Throughout this discussion we have followed Hjelmslev and others in assuming that having a single
word in a language to express a certain sense is somehow a privileged state of affairs compared to ex-
pressing this sense with a phrase. We have argued elsewhere (Raskin and Nirenburg 1995, 1998) for the
‘principle of practical effability’ among languages which removes any distinction between these two al-
ternative ways of expressing a meaning. It was convincingly argued (Zvegintzev 1960) that this priority
of single words over phrases is a fallacy and that this fallacy is the cornerstone of the Sapir-Whorf hy-
pothesis. We are not sure that any neurolinguistic or psychological evidence exists for the primacy of
the single word expression in the mind. What we do know is that a computational dictionary can include
both words and phrases as entry heads. 
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label is likely to slip into an alternative sense of the homographous word not intended by the cre-
ator of the label. However, the computer has no capability of doing so. 

It appears then that the crucial distinction between ontology and natural language does not lie
exactly in the nonambiguity of the one and ambiguity of the other. This distinction is in the con-
structed and overtly defined nature of ontological concepts and labels on which no human back-
ground knowledge can operate unintentionally to introduce any ambiguity, as opposed to
pervasive uncontrolled ambiguity in natural language. The entire enterprise of natural language
processing is about designing knowledge structures for the computer to use. We have not yet
achieved that goal, so we cannot suspect that a computer would be able to confuse an ontological
concept or its label with its homographous, and possibly polysemous, lexeme of a natural lan-
guage. 

5.4 A Wish List for Formal Ontology from Ontological Semantics

Practical ontology building expects assistance from formal and philosophical ontology. In this
section, we compile a wish list of issues that practical ontology builders would want to be tackled
and solved in a principled way. The issues relate to 

• the status of ontology vis-à-vis other knowledge resources in an application; 
• the choice of what concepts to acquire;
• the choice of what content to assign to each concept; and 
• the evaluation of the quality of an ontology using both the glass-box and black-box 

evaluation paradigms.

In practical applications, ontologies seldom, if ever, are used as the only knowledge resources. In
the representative application of knowledge-based MT, for example, the ontology is used 

• to supply the language for explaining lexical meanings, which are recorded in the lexicons of 
particular languages;

• to provide the contentful building blocks of a text meaning representation language;
• to provide the heuristic knowledge for the dynamic knowledge resources such as semantic 

analyzers and generators. 

Formal ontology must help ontology builders to constrain the relationships between ontological
concepts, structures that represent text meaning and lexicon entries. In particular, an account must
be available of the difference between ontological concepts as entity types and text meaning ele-
ments (and the semantic components of lexicon entries) as entity instances. What we believe it
means for formal ontology is the necessity to define the status, beyond knowledge representation
format, of ontological instances. The latter come in several kinds, the most important for our dis-
cussion here being: instances of ontological concepts used for defining lexical meaning in lexicon
entries; and facts, representations that result from compositional combination of meanings of indi-
vidual words and/or phrases in the input into the meaning specification of a text. 
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A crucial concern for an ontology builder is the decision on what concepts to introduce and how
to represent each of them. A good ontology will have a good coverage and be reasonably homoge-
neous.67 While coverage is determined by the domain and the nature of the application, formal
ontology can help to decide how to organize the concepts that must be included in the ontology,
for instance, how to organize the most economical concept hierarchy and how to define the non-
terminal nodes in it. Formal ontology will be much more useful in practice if it agreed not only to
put forward desired properties of ontologies but also to offer criteria for the processes of ontology
construction and judgments about sufficient depth and breadth of coverage. In other words, we are
suggesting that formal ontology, as a theory, must be supplemented by a methodology (see Sec-
tions 2.4.2 and 2.5). 

As we have just mentioned, formal ontology effectively concentrates on evaluating the quality of
ontologies. In fact, even in that endeavor, we would benefit from a broadening in the scope of
such evaluations. At present, formal ontology is concerned with the inherent properties of ontolo-
gies, considered independently of any concrete application. This is done by examining the content
of the ontologies in search of potential contradictions, ambiguities and omissions. This type of
evaluation is often called glass-box evaluation, as the internal workings of a resource are transpar-
ent to the investigator. Practical ontologists would benefit from extending the purview of the eval-
uation into a glass-box evaluation of an ontology under construction as well as into a black-box
evaluation of both existing and nascent ontologies when the ontology itself is opaque to the inves-
tigator, and the quality of the system is judged by the quality of output of an application based on
the ontology (see also Figure 16 in Chapter 2). In fact, Mahesh et al., (1996) is a good example of
such an evaluation: it had to develop the principles and criteria on the fly. It would have been bet-
ter to take them off the formal ontology shelf.

67. This is an important desideratum. In fact, a major ontological enterprise was criticized in one evaluation
for a lack of strategic direction for achieving a more or less uniform depth and breadth of knowledge
coverage—see Mahesh et al. 1996.
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 II.  Ontological Semantics As Such

In Part II of the book, we discuss the static and dynamic knowledge sources in ontological seman-
tics. We start with an extended example of representing meaning of a natural language text. Next,
we describe the static knowledge sources of ontological semantics, after which we present a
sketch of ontological semantic processing. Figure 20 illustrates the interactions among the data
(marked blue), the processors (red) and the static knowledge sources (green) in ontological
semantics. 

Ontological semantic applications include machine translation, information extraction (IE), ques-
tion answering (QA), general human-computer dialog systems, text summarization and special-
ized applications combining some or all of the above with additional functionality (e.g., advice
giving systems). Of course, such applications are attempted without ontological semantics, or, for

 Figure 20. The Data, the Processors and the Static Knowledge Sources in Ontological Semantics. 
All ontological semantic applications include analysis of input text as a crucial 
component. The production of a semantic text meaning representation (TMR) is the 
result of the analysis process. The analysis modules and output generators use all the 
available static knowledge sources. TMRs are selectively stored in Fact DB for future 
reference, support of various applications and treatment of reference.
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that matter, without any treatment of meaning at all. If, however, these applications are based on
ontological semantics, then any kind of input to the system (an input text for MT, a query for a
question answering system, a text stream for information extraction, etc.) first undergoes several
stages of analysis (tokenization, morphological, syntactic, semantic, etc.—see Chapter 8 below
for details) that, in the case of success, in the end generate the meaning of a text, “text meaning
representation” or TMR. The TMR serves as input to specialized processing relevant for a partic-
ular application. For example, in MT, the TMR needs to be translated into a natural language dif-
ferent from the one in which the input was supplied. The program that carries this task out is
usually called text generator. In IE, TMRs are used by the special rules as sources of fillers of IE
template slots. In question answering, the TMR presents the proximate meaning of the user’s
query. The QA processor must first understand exactly what the user wants the system to do, then
find the necessary information either in the background world knowledge sources (most often,
Fact DB, but sometimes the ontology or the lexicons) and then generate a well-formed answer. 

The static knowledge sources include the language-dependent ones—the rules for text tokeniza-
tion, detecting proper names and acronyms and other preprocessing tasks (we call these tasks eco-
logical), for morphological, syntactic and ontological semantic analysis. The information for the
latter three types of analysis resides largely in the lexicons of the system, though special rules
(e.g., syntactic grammars) are separate from lexicons. In the current state of ontological seman-
tics, onomasticons, repositories of proper names, are separated from regular lexicons. The lan-
guage independent static knowledge sources are the ontology and the fact database (Fact DB).
The ontology contains information about how things can be in the world while the Fact DB con-
tains actual facts, that is, events that took place or objects that existed, exist or have been reported
to exist. In other words, the ontology contains concept types, whereas the Fact DB contains
remembered concept instances. Onomasticons contain information about words and phrases in
natural language that name remembered concept instances. These concept instance names are also
recorded as property fillers in Fact DB frames. Note that the Fact DB also contains other,
unnamed, concept instances. More detailed descriptions of all the static knowledge sources are
given in Chapter 7. 

In most applications of ontological semantics, a side effect of the system’s operation is selective
augmentation of the Fact DB with the elements of TMRs produced during input analysis stage.
This way, this information remains available for future use. It is in this sense that we can say that
ontological semantic applications involve learning: the more they operate, the more world knowl-
edge they record, the better quality results they may expect. 

6.  Meaning Representation in Ontological Semantics

6.1 Meaning Proper and the Rest

Consider the following text as input to an ontological-semantic processor. 

(1)     Dresser Industries said it expects that major capital expenditure for expansion of U.S.
manufacturing capacity will reduce imports from Japan.

In “Computerese,” that is, in the form that we expect that a semantic analyzer would be able to
process and represent the above text, the latter will be glossed, for example, as follows: 
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(2)     A spokeseperson for the company called Dresser Industries made this statement: Dresser
Industries expects that imports into the US from Japan will decrease through large capital
investment for the purpose of expanding the manufacturing potential in the US; the
expenditure precedes expansion, which precedes reduction, and all of them take place
after the statement.

In a somewhat more formal fashion, the meaning of (1) glossed in (2) can be seen to include the
following meaning components:

The set of expressions in (3) can be viewed as the meaning of (1). In fact, this is the level at which
text meaning is defined in the Mikrokosmos implementation of ontological semantics. However,
it is important to understand that there may be alternative formulations of what constitutes the
meaning of (1) or, for that matter, of any text. So, it seems appropriate at this point to discuss the
general issue of how exactly to define text meaning. It might come as a surprise that this is not
such an easy question! One attempt at making the idea of meaning better defined is the introduc-
tion of the notion of literal meaning (cf., e.g., Hausser 1999:20). Thus, we could have declared
that what we represent in our approach is the literal meaning of texts. However, this decision

(3) (i) that Dresser Industries is a phrase, moreover, a set phrase, a proper name;

(ii) that it is the name of a company;

(iii) that this name is used in the original text metonymically—the company name, in 
fact, stands for its unnamed spokesperson(s);

(iv) that the spokesperson made a statement (that is, not a question or a command);

(v) that the company (once again, metonymically) has a certain belief, namely, an 
expectation;

(vi) that the scope of the expectation is the reduction of imports into US from Japan;

(vii) that the reduction of imports is expected to take place through capital investment;

(viii) that the purpose of the investment is to increase the capacity for manufacturing in 
the United States;

(ix) that United States refers to a nation, the United States of America and Japan refers 
to another nation, Japan;

(x) that the object of manufacturing, that is left unnamed in the original text is most 
likely to refer to goods;

(xi) that the decrease occurs in the amount of goods that the United States imports from 
Japan;

(xii) that the time at which reduction of imports occurs follows the time of investment 
which, in turn, preceded the expansion of manufacturing capacity;

(xiii) that the time at which the statement was made precedes the time of investment;

(xiv) that what is expanded is not necessarily the actual manufacturing output but the 
potential for it.
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meets with difficulties because the notion of literal meaning may not be defined sufficiently pre-
cisely. For instance, (3) can be construed as the literal meaning of (1). However, under a different
interpretation, deciding to resolve the organization-for-employee metonymy in (3.iii) and (3.v)
may be construed as going beyond literal meaning. (3) can be seen as the literal meaning of (1) if
one agrees that Dresser Industries, being a company, cannot actually be the agent of saying. If this
constraint is lifted, by allowing organizations to be agents of speech acts, then the literal meaning
will not require the resolution of metonymy. In other words, this kind of literal meaning will be
represented by eliminating (3.iii) and (3.v) from (3). In fact, if this approach is adopted through-
out, the concept of metonymy will be summarily dispensed with (Mahesh et al. 1996; Section
8.4.2). As the concept of literal meaning can be understood in a variety of ways, we found it
unhelpful for defining which kinds of information belong in text meaning and which remain out-
side it, while still possibly playing a role (of background knowledge used for inference making in
reasoning applications) in text processing in a variety of applications.

We have just considered a possibility of representing the meaning of (1) using less information
than shown in (3). It is equally possible to view an expanded version of (3) as the meaning of (1).
One example of such expansion would add statements in (4) to the list (3):

(4.i) is known as a(n existential) presupposition for (1). (4.ii) is an entailment of (1). Should they
be considered integral parts of the meaning of (1)? Information in (4.iii) and (4.iv) is inferred
from (1) on the basis of general knowledge about the world. For example, (4.iii) relies on the
belief that if it is not stated otherwise, it is strongly probable that Dresser Industries also plans to
participate in the expansion of the US manufacturing capacity. It is noteworthy that, unlike for
(4.i) and (4.ii), (4.iii) and (4.iv) are not expected to be always true. 

Let us explore a little further what this actually means. One way of approaching the task of deter-
mining the exact meaning of a text is by using the negation test, a typical linguistic tool for justi-
fying an element of description by showing that its exclusion leads to some sort of deviance, for
instance, a contradiction (see, e.g., Raskin 1985). Indeed, the negation of any element of (3) con-
tradicts some component of the meaning of (1). We may take this as an indication that each ele-
ment of (3) is a necessary part of the meaning of (1). But is it correct to say that any statement
whose negation contradicts (1) is a necessary part of the meaning of (1)? Let us consider a few
more cases. 

It is easy to see why are (5.1) and (5.2) are contradictory. Each of them consists of (1) and the
negation of one of the component clauses of (1). Obviously, the contradiction results from the fact

(4) (i) that the company Dresser Industries exists;

(ii) that Dresser Industries has an opinion on the subject of reducing imports from 
Japan;

(iii) that the most probable source of investment that would lead to the expansion of the 
US manufacturing capacity is either Dresser Industries itself or a joint venture of 
which it is a part;

(iv) that the goal of reducing imports is a desirable one.
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that the negated component is an integral part of the meaning of (1). 

Similarly, contradictory statements will result from adding the negations of (4.i) and (4.ii) to (1),
to yield (6.i) and (6.ii):

The source of contradictions in (6) is different, however, from the source of contradictions in (5).
The statements added in (6) do not negate anything directly stated in (1). They negate a presuppo-
sition and an entailment of (1), respectively: if it is not presupposed that Dresser Industries exists,
(1) makes no sense; if it does not follow from (1) that Dresser Industries has an opinion on the
subject of imports from Japan, (1) does not make sense, either. As we can see, the negation tool
fails to distinguish between the actual elements of the meaning of (1), on the one hand and the
presuppositions and entailments of (1), on the other. This outcome gives us two alternatives—
either to include presuppositions and entailments in the meaning of (1) (or, by extension, of any
statement) or to ignore the results of the negation test in this case. 

This distinction turns out to be problematic for people as well. Thus, delayed recall experiments
(Chafe 1977) show something that trial lawyers have always known about witness testimony,
namely, that people never recall exactly what was said—only the gist of it—and that they rou-
tinely confuse the presuppositions and entailments of a statement with what the statements actu-
ally assert. The distinction may, however, be quite important in those NLP applications where it is
important to distinguish between what is conveyed by the text directly and what is present only by
implication. For example, at the text generation step of machine translation what must be trans-
lated is the actually made statements and not what they presuppose or entail, the reason being the
assumption that the readers will be able to recreate all the implications that were present but not
overtly stated in the original text.

(5) (i) Dresser Industries said it expects that major capital expenditure for expan-
sion of U.S. manufacturing capacity will reduce imports from Japan, and 
Dresser Industries did not say that it expects that major capital expenditure 
for expansion of U.S. manufacturing capacity will reduce imports from 
Japan;

(ii) Dresser Industries said it expects that major capital expenditure for expan-
sion of U.S. manufacturing capacity will reduce imports from Japan, and 
Dresser Industries said it does not expect that major capital expenditure for 
expansion of U.S. manufacturing capacity will reduce imports from Japan.

(6) (i) Dresser Industries said it expects that major capital expenditure for expan-
sion of U.S. manufacturing capacity will reduce imports from Japan, and
Dresser Industries does not exist;

(ii) Dresser Industries said it expects that major capital expenditure for expan-
sion of U.S. manufacturing capacity will reduce imports from Japan, and 
Dresser Industries has no opinion on the subject of reducing imports from 
Japan.



Page 140

The negation tool does, however, work well for (4.iii) and (4.iv). Adding their negations to (1)
yields (7.i) and (7.ii) that are somewhat odd but not contradictory:

We conclude that the reason for the absence of contradictions in (7) is that (4.iii) and (4.iv) do not
negate any elements of the meaning of (1). In general, we assume that if adding the negation of a
statement to another statement is not contradictory, then the former statement does not constitute a
part of the meaning of the latter statement. One can also say then that there are no contradictions
in (7) because (4.iii) and (4.iv) are possible but not necessary entailments from (1). 

Many more such possible statements can be inferred from (1) based on the general knowledge
about companies and how publicity works, for instance: 

Even more inferences can be made from (1) based on the general understanding of goals that
organizations and people typically pursue as well as plans that they use to attain those goals:

(7) (i) Dresser Industries said it expects that major capital expenditure for expan-
sion of U.S. manufacturing capacity will reduce imports from Japan, and it
is not the case that Dresser Industries or a joint venture of which it is a part
are the most probable source of investment in the US manufacturing capac-
ity;

(ii) Dresser Industries said it expects that major capital expenditure for expan-
sion of U.S. manufacturing capacity will reduce imports from Japan, and the 
goal of reducing imports is not a desirable one.

(8) (i) that Dresser Industries has a headquarters;

(ii) that it has employees;

(iii) that it manufactures particular products and/or offers particular services;

(iv) that the addressee of the statement by the spokesperson of Dresser Indus-
tries was the general public;

(v) that the statement has been, most probably, made through the mass media, 
etc.

(9) (i) that there is a benefit for Dresser Industries in expanding the US manufac-
turing capacity;

(ii) that capital investment is a plan toward attaining the goal of expanding man-
ufacturing capacity;

(iii) that this goal can play the role of a step in a plan of attaining the goal of 
reducing imports; or

(iv) that Dresser Industries knows about using mass media as a plan for attaining 
a variety of goals.
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All the inferences in (7 - 9) are not “legal” (cf. Charniak and McDermott 1985:21) deductions but
rather abductive, defeasible, negatable inferences. It is for this reason that none of them are
included in the specification of the meaning of (1). The distinction between meaning proper, on
the one hand, and presuppositions, entailments and inferences, on the other, may not be as impor-
tant for NLP applications whose results are not intended for direct human consumption, e.g., for
text data mining aiming at automatic population of databases. People, however, are capable of
generating presuppositions, entailments and inferences on the fly from a brief message. Indeed,
brevity is at a premium in human professional and business communication. Text meaning or
even condensed text meaning are, thus, the central objects of manipulation in such common appli-
cations as machine translation and text summarization, respectively. 

For computers, brevity of the kind to which we are referring has little real physical sense in these
days of inexpensive storage devices and fast indexing and search algorithms. What is difficult for
computer systems is precisely making reliable and relevant inferences. Therefore, spelling out as
many inferences as possible from a text and recording them explicitly in a well-indexed manner
for future retrieval is essential for supporting a variety of computational applications.

It is important for a computational semantic theory to provide the means of supporting both these
precepts—of brevity and of explicitness. A representation of text meaning should be as brief as
possible, if it is to be the source for generating a text for human consumption. The knowledge
about both the building blocks of the meaning representation and the types of inferences that are
possible from a particular text meaning should be stored in an accessible fashion. These kinds of
knowledge are interchangeable with the change of inputs—what was a part of text meaning for
one source text may end up being a source of inference for another. Any computational semantic
application must support this capability of dynamically assigning some of the resident knowledge
to direct meaning representations and reserving the rest for possible inferences. In ontological
semantics, these goals are achieved through interrelationship among text meaning representations
(TMRs), the lexicons and the ontology. 

6.2 TMR in Ontological Semantics

Meaning of natural language texts is represented in ontological semantics as a result of a com-
positional process that relies on the meanings of words, of bound morphemes, of syntactic struc-
tures and of word, phrase and clause order in the input text. The meanings of words reside in the
lexicon and the onomasticon (the lexicon of names). The bound morphemes (e.g., markers of Plu-
ral for nouns) are processed during morphological analysis and get their meanings recorded in
special rules, possibly, added to classes of lexical entries. Information about dependency among
lexical elements and phrases, derived in syntax, helps to establish relationships of semantic de-
pendency. Word and phrase order in some languages play a similar role. 
It is clear then that the knowledge necessary for ontological semantic analysis of text should
include not only the lexical material for the language of the text but also the results of the morpho-
logical and syntactic analysis of the input text. Let us follow the process of creating an ontologi-
cal-semantic TMR using the example in (1), repeated here as (10). 

(10)     Dresser Industries said it expects that major capital expenditure for expansion of U.S.
manufacturing capacity will reduce imports from Japan.
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English is a morphologically impoverished language, but morphological analysis of (10) will still
yield some non-trivial results:68

Results of syntactic analysis of (10) can be represented in the following structure (which is mod-
eled on the f-structure of LFG (e.g., L. Levin 1991):

Root Part of Speech Features

Dresser Industries Phrase Proper Number: Singular

say Verb Tense: Past

it Pronoun Number: Singular; Person: Third

expect Verb Tense: Present; Number: Singular; Person: Third

that Binder

major Adjective

capital Noun Number: Singular

expenditure Noun Number: Singular

for Preposition

expansion Noun Number: Singular

of Preposition

U.S. Acronym Number: Singular

manufacturing Verb Form: Gerund

capacity Noun Number: Singular

reduce Verb Tense: Future (will marks this in the text)

import Noun Number: Plural

from Preposition

Japan Noun Proper

68. The nature and format of morphological and syntactic analyses presented here are outside the purview of
ontological semantics and of our narrative. We are fully aware that many other formulations and presen-
tations of these analysis steps are possible. Ontological semantics is neutral to any such formulation and
can be adapted to work with any good quality morphological and syntactic analyzer. 



Page 143

(11)     
root say
cat verb
tense past
subject 

root dresser industries
cat phrase-proper

comp  
root expect
cat verb
tense present
subject 

root dresser industries
cat phrase-proper

object
root reduce
cat verb
tense future
subject 

root expenditure
cat noun

 modifier capital
cat  noun

 modifier major
 cat adjective

oblique root for
cat preposition

 object root expansion
cat noun
oblique  root  of

cat preposition
object root capacity

cat noun
modifier root manufacturing

cat verb
modifier root u.s.

 cat phrase-proper
object root imports

cat noun
oblique root from

cat preposition
object root japan
 cat noun-proper

We will now use the results of the morphological and syntactic analysis presented above in build-
ing a TMR for (10). TMRs are written in a formal language with its own syntax specified in Sec-
tion 6.4. For pedagogical reasons, at many points in our presentation here, we will use a
somewhat simplified version of that language and will build the TMR for (10) step by step, not
necessarily in the order that any actual analyzer will follow.

The first step in ontological semantic analysis is finding meanings for heads of clauses in the syn-
tactic representation of input. In our example, these are say, expect and reduce. As we will see,
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they all will be treated differently in TMR construction. In addition, the TMR will end up contain-
ing more event instances (“proposition heads”—see Section 8.2.1 below) than there are verbs in
the original text. This is because ontological semantics is “transcategorial” in that meanings are
not conditioned by part of speech tags. Specifically, in (1) the nouns expenditure and expansion
occupying the syntactic positions corresponding typically to heads of noun phrases, are mapped
into instances of event-type concepts in the TMR. 

In (12), we present the syntactic-structure (SYN-STRUC) and semantic-structure (SEM-STRUC) com-
ponents of the entry for say in the ontological semantic lexicon of English. The meaning of say
instantiates the ontological concept INFORM. The representation of this concept, shown in (13),
contains a number of properties (“slots”), with a specification of what type of object can be a legal
value (“filler”) for each property. 

(12)     
say-v1

syn-struc
1 root say ; as in Spencer said a word

 cat v
subj root $var1

cat n
obj root $var2

cat n
 2 root say ; as in Spencer said that it rained

cat v
subj root $var1

cat n
comp root $var2

sem-struc
1 2 inform ; both syntactic structures have the same semantic structure,

agent value ^$var1 ; ‘^’ is read as ‘the meaning of,’ and
theme value ^$var2 ; the variables provide mappings between 

; syntactic and semantic structures

(13)     
inform

definition “the event of asserting something to provide information 
to another person or set of persons” 

is-a assertive-act 
agent human 
theme event
instrument communication-device
beneficiary human 

So far, then, the nascent TMR for (1) has the form:
(14)     
inform-1  

agent value __________
theme value __________

The arbitrary but unique numbers appended to the names of concepts during ontological semantic
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processing identify instances of concepts. The numbers themselves are also used for establishing
co-reference relations among the same instances. At the next step of semantic analysis, the pro-
cess seeks to establish whether fillers are available in the input for these properties. If the fillers
are not available directly, there are special procedures to try to establish them. If these recovery
procedures fail to identify the filler but it is known that some filler must exist in principle, the spe-
cial filler UNKNOWN is used. 

The AGENT slot in (14) cannot be filled directly from the text. The reason for that is as follows.
The procedure for determining the filler attempts to use the syntax-to-semantics mapping in the
lexicon entry for say, to establish the filler for the particular slots. The lexicon entry for say essen-
tially states that the meaning, ^$var1, of the syntactic subject of say, $var1, should be the filler of
the AGENT slot of INFORM. Before inserting a filler, the system checks whether it matches the
ontological constraint for AGENT of INFORM and discovers that the match occurs on the RELAX-
ABLE-TO facet of the AGENT slot, because Dresser Industries is an organization. Note that the
ontological status of DRESSER INDUSTRIES is that of a (named) instance of the concept CORPORA-
TION—see Section 4.2.1 for a discussion of instances and remembered instances. 

The TMR at this point looks as illustrated in (15). 

(15)     
inform-1  

agent value Dresser Industries
theme value __________

The theme slot in (14) requires a more complex treatment.69 The complement of say in the syn-
tactic representation (11) is a statement of expectation. According to a general rule, the direct
object of the syntactic clause should be considered as the prime candidate for producing the filler
for THEME. Expectation, however, is considered in ontological semantics to be a modality and is,
therefore, represented in TMR as a property of the proposition that represents the meaning of the
clause that modifies it syntactically. Before assigning properties, such as this modality, we will
first finish representing the basic meanings that these properties characterize. Therefore, a differ-
ent candidate for filling the theme property must be found. The next candidate is the clause
headed by reduce. Consulting the lexicon and the ontology and using the standard rules of match-
ing selectional restrictions yields (16):

(16)     
inform-1  

agent value Dresser Industries
theme value decrease-1

decrease-1
agent value unknown

Continuing along this path, we fill the case roles THEME and INSTRUMENT in (16), as well as their
own properties and the properties of their properties, all the way down, as shown in (17):

69. We would like to apologize for using a complex, real-life text as our detailed example. Simple examples,
often used to illustrate the properties of a representation language, fail to demonstrate in sufficient detail
the features of the language or, more importantly, its ability to handle realistic inputs. 
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(17)     
inform-1  

agent value Dresser Industries
theme value decrease-1

decrease-1
agent value unknown
theme value import-1
instrument value expend-1

import-1
agent value unknown
theme value unknown
source value Japan
destination value USA

expend-1
agent  value unknown
theme value money-1

amount value > 0.7
purpose value increase-1

increase-1
agent value unknown
theme value manufacture-1.theme

manufacture-1
agent value unknown
theme value unknown
location value USA

Some elements of (17) are not self-evident and require an explanation. First, the value of the prop-
erty AMOUNT of the concept MONEY (which is the meaning of capital in the input) is rendered as a
region on an abstract scale between 0 and 1, with the value corresponding to the meaning of the
word major. The same value would be assigned to other words denoting a large quantity, such as
large, great, much, many, etc. The meanings of words like enormous, huge or gigantic would be
assigned a higher value, say, > 0.9. THEME of INCREASE is constrained to SCALAR-OBJECT-
ATTRIBUTE and its ontological descendants, of which AMOUNT is one. The filler of the THEME of
increase-1 turns out to be the property AMOUNT itself (not a value of this property!) referenced as
the THEME of manufacture-1, rendered in the familiar dot notation. 

Now that we have finished building the main “who did what to whom” semantic dependency
structure, let us add those features that are in ontological semantics factored out into specific
parameterized properties, such as speech act, modality, time or co-reference. The top proposition
in (18) reflects the speech act information that in the text (1) is not expressed explicitly, namely,
the speech act of publishing (1) in whatever medium. The speech act introduces an instance of the
ontological concept AUTHOR-EVENT (see also Section 6.5 below). 

(18)     
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author-event-1
agent value unknown
theme value inform-1
time

time-begin > inform-1.time-end
time-end unknown

inform-1
agent value Dresser Industries
theme value decrease-1
time

time-begin unknown
time-end (< decrease-1.time-begin) (< import-1.time-begin) (< reduce-1.time-begin)

(< expend-1.time-begin) (< increase-1.time-begin)
decrease-1

agent value unknown
theme value import-1
instrument value expend-1
time

time-begin (> inform-1inform-1.time-end) (> expend-1.time-begin) (> import-1.time-begin)
time-end < import-1.begin-time

import-1
agent value unknown
theme value unknown
source value Japan
destination value USA
time

time-begin (> inform.time-end) (< expend-1.begin-time)
time-end unknown

expend-1
agent  value unknown
theme value money-1

amount value > 0.7
purpose value increase-1
time

time-begin > inform.time-end
time-end < increase-1.begin-time

increase-1
agent value unknown
theme value manufacture-1.theme
time

time-begin (> inform.time-end) (< manufacture-1.begin-time)
time-end unknown
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manufacture-1
agent value unknown
theme value unknown
location value USA
time

time-begin > inform.time-end
time-end unknown

modality-1
type potential ;this is the meaning of expects in (1)
value 1         ;this is the maximum value of potential
scope decrease-1

modality-2
type potential ;this is the meaning of capacity in (1)
value 1 
scope manufacture-1

co-reference-1
increase-1.agent manufacture-1.agent

co-reference-2
import-1.theme manufacture-1.theme

The time property values in each proposition, all relative since there is no absolute reference to
time in the input sentence, establish a partial temporal order of the various events in (1): for exam-
ple, that the time of the statement by Dresser Industries precedes the time of reporting. The
expected events may only take place after the statement is made. It is not clear, however, how the
time of reporting relates to the times of the expected events because some of them may have
already taken place between the time of the statement and the time of reporting. 

Inserting the value UNKNOWN into appropriate slots in the TMR actually undersells the system’s
capabilities. In reality, while the exact filler might not be indeed known, the system knows many
constraints on this filler. These constraints come from the ontological specification of the concept
in which the property that gets the UNKNOWN filler is defined and, if included in the TMR, turn it
into what we define as extended TMR (see Section 6.7 below). Thus, the AGENT of import-1 is
constrained to U.S. import companies. The AGENT of expend-1 is constrained to people and orga-
nizations that are investors. The AGENT of increase-1 and manufacture-1 is constrained to manu-
facturing corporations. The THEME of import-1 and manufacture-1 is constrained to GOODS (the
idea being that if you manufacture some goods then you do not have to import them). The facts
that Dresser Industries is a company while Japan and USA are countries are stored in the onomas-
ticon. 

6.3 Ontological Concepts and Non-Ontological Parameters in TMR

The above example was presented to introduce the main elements of a TMR in ontological se-
mantics. A careful reader will have established by now that our approach to representing text
meaning uses two basic means—instantiation of ontological concepts and instantiation of seman-
tic parameters unconnected to the ontology. The former (see (17) above) creates abstract, unin-
dexed70 propositions that correspond to any of a number of possible TMR instantiations. These
instantiations (see the material in (18) which is not present in (17)) are obtained by supplementing
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the basic ontological statement with concrete indexical values of parameters such as aspect, style,
co-reference and others. 
One strong motivation for this division is size economy in the ontology. Indeed, one could avoid
introducing the parameter of, say, aspect opting instead for introducing the ontological attribute
ASPECT whose DOMAIN is EVENT and whose RANGE is the literal set of aspectual values. The result
would be either different concepts for different aspectual senses of each verb, e.g., the concepts
READ, HAVE-READ, BE-READING, and HAVE-BEEN-READING instead of a single concept READ or
the introduction of the ontological property ASPECT for each EVENT concept. The former decision
would mean at least quadrupling the number of EVENT type concepts just in order to avoid intro-
ducing this one parameter. An objection to the latter decision is that aspect—as well as modality,
time and other proposition-level parameters—is defined for concept instances, not ontological
concepts themselves.

The boundary between ontological and parametric specification of meaning is not fixed in onto-
logical semantics. Different specific implementations are possible. In the Mikrokosmos imple-
mentation of ontological semantics, the boundary between the parametric and ontological
components of text meaning is realized as formulated in the BNF specification in the next section.

6.4 The Nature and Format of TMR

In this section, we introduce the format of the TMR. As it is presented, this format does not
exactly correspond to those in any of the implementations of ontological semantics. We present a
composite version that we believe to be easiest to describe. The TMR format in actual implemen-
tations can and will be somewhat different in details, for instance, simplifying or even omitting
elements that are tangential to a particular application. The BNF below specifies the syntax of the
TMR. The semantics of this formalism is determined by the purpose for which the BNF con-
structs are introduced. Therefore, the convenient place for describing the semantics of the TMR is
in the sections devoted to the process of deriving TMRs from texts (see Chapter 8 below). 

In the BNF, “{ }” are used for grouping; “[ ]” means optional (i.e., 0 or 1); “+” means 1 or more;
and “*” means 0 or more.

Informally, the TMR consists of a set of propositions connected through text-level discourse rela-
tions. Parameters at this top level of TMR specification include style, co-reference and TMR time
(see Section 8.6 below). 

TMR ::=
PROPOSITION+
DISCOURSE-RELATION*
STYLE 
REFERENCE*
TMR-TIME

A proposition is a unit of semantic representation corresponding to a single predication in text (in

70. We use the term index in the sense of Bar Hillel (1954) and Lewis (1972) to refer to time, place, possible
world, speaker, hearer and other coordinates that turn an abstract proposition into a real utterance. 
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Mikrokosmos, all TMRs have been produced as a result of analysis of a natural language text).
Syntactically, single predications are typically realized as clauses. At the level of proposition,
aspect, modality, time of proposition, the overall TMR time and style are parametrized. 

PROPOSITION ::=

proposition
head: concept-instance
ASPECT
MODALITY*
PROPOSITION-TIME
STYLE

The terms in bold face are terminal symbols in the TMR. The main carrier of semantic informa-
tion is the head of a proposition. Finding the head and filling its properties with appropriate mate-
rial in the input constitutes the two main processes in ontological semantic analysis—instantiation
and matching of selectional restrictions (see Section 8.2.2). 

ASPECT ::=

aspect
aspect-scope:  concept-instance
phase:     begin | continue | end | begin-continue-end
iteration:    integer | multiple

The symbols ‘concept-instance,’ ‘integer,’ ‘boolean’ and ‘real-number’ (see below) are inter-
preted in a standard fashion (see Section 7.1 for an explanation of the notion of instantiation) and
not formally described in this BNF (see Section 8.5.1 for an explanation of the interpretation of
aspect in ontological semantics). 

TMR-TIME ::= set
element-type proposition-time
cardinality >= 1

TMR-time is defined as a set of all the values of times of propositions in the TMR. This effec-
tively imposes a partial ordering on the propositions. Can be derived automatically from the val-
ues of proposition-time. 

PROPOSITION-TIME ::= 

time
time-begin: TIME-EXPR*
time-end:   TIME-EXPR*

Time expressions refer to point times; durations are calculated from the beginnings and ends of
time periods. 

TIME-EXPR ::= << | < | > | >> | >= | <= | = | != 
{ABSOLUTE-TIME | RELATIVE-TIME}

ABSOLUTE-TIME ::=  {+/-}YYYYMMDDHHMMSSFFFF [ [+/-] real-number temporal-unit]

The above says that times of propositions are given in terms of the times of their beginnings and
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ends and can be expressed through a reference to an absolute time, represented as year-month-
day-hour-minute-second-fraction-of-second (negative values refer to times before common era)
or to a time point that is a certain time period before or after the above reference point. 

RELATIVE-TIME ::= CONCEPT-INSTANCE.TIME [ [+/-] real-number temporal-unit]

Alternatively, time-begin and time-end can be filled with relative times, that is, a reference to the
time of another concept instance, e.g., an event, again possibly modified by the addition (a week
after graduation) or subtraction (six years before he died) of a time period—see Section 8.5.2 for
a detailed discussion of proposition time. 

MODALITY ::=

modality 
modality-type: MODALITY-TYPE
modality-value:  (0,1)
modality-scope: concept-instance*
modality-attributed-to:  concept-instance*

The value (0,1) refers to the abstract scale of values or intervals running between zero and unity.
This and other types of property fillers (for example, the literal values of the modality-type
property—see below) are discussed in greater detail in Section 7.1. 

MODALITY-TYPE ::= epistemic | deontic | volitive |
potential | epiteuctic | evaluative |
saliency

The semantics of the above labels is described in Section 8.5.3. 

STYLE ::= 

style
formality: (0,1)
politeness: (0,1)
respect: (0,1)
force: (0,1)
simplicity: (0,1)
color: (0,1)
directness: (0,1)

Definitions of the above properties are given in Section 8.6.4.

DISCOURSE-RELATION ::=
relation-type: ontosubtree(discourse-relation)
domain: proposition+
range: proposition+

‘ontosubtree’ is a function that returns all the descendants of the ontological concept that is its
argument, including the argument itself. In the above specification, the function returns all the
discourse relations defined in the ontology.
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REFERENCE ::= SET
 element-type SET
 element-type concept-instance

cardinality >=1
 cardinality >= 1

The above is the way of recording co-reference information (see Section 8.6.1 for a discussion). 

SET ::=

set 
element-type: concept | concept-instance
cardinality: [ < | > | >= | <= | <> ] integer 
complete: boolean 
excluding: [ concept | concept-instance]*
elements: concept-instance*
subset-of: SET

The set construct, as used in ontological semantics, is rather complex. The motivation for includ-
ing all the above properties is the ease of formalizing a variety of kinds of references in natural
language texts to groups of objects, events or properties. ‘Element-type,’ ‘cardinality’ and ‘sub-
set-of’ are self-explanatory. The property ‘complete’ records whether the set lists all the elements
that it can in principle have. In other words, the set of all college students will have the Boolean
value ‘true’ in its ‘complete’ slot. This mechanism is the way of representing universal quantifica-
tion. The value of the English word some (which can be understood as an existential quantifier) is
represented by the Boolean value ‘false’ in the ‘complete’ slot. The ‘excluding’ property allows
one to define a set using set difference, for instance, to represent the meaning of such texts as
Everybody but Bill and Peter agreed. The ‘elements’ property is used for listing the elements of
the set directly. 

6.5 Further Examples of TMR Specification

In this section, we will discuss some of the standard ways of representing a few less obvious cases
of meaning representation using the TMR format. 

If an input text contains a modifier-modified pair, then the meaning of the modifier is expected to
be expressed as the value of a property of the modified (see Raskin and Nirenburg 1996 on the
microtheory of adjectival meaning as a proposal for modification treatment in ontological seman-
tics). This property is, in fact, part of the meaning of the modifier whose other component is the
appropriate value on this property. Thus, if COLOR is listed in the ontology as a characteristic
property of the concept CAR (either directly or through inheritance—in this example, from PHYSI-
CAL-OBJECT) a blue car will be represented as

car-5   
instance-of value car 
color value blue 

If a modifier does not express a property defined for the ontological concept corresponding to its
head, then it may be represented in one of a number of available ways, including the following:
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• as a modality value: for instance, the meaning of favorite in your favorite Dunkin’ Donuts 
shop is expressed through an evaluative modality scoping over the head of the phrase;

• as a separate clause, semantically connected to the meaning of the governing clause through 
co-reference of property fillers;

• as a relation among other TMR elements.

On a more general note with respect to reference, consider the sentence The Iliad was written not
by Homer but by another man with the same name.71 We will not discuss the processing of the
ellipsis in this sentence (see Section 8.4.4 for a discussion of treating this phenomenon). After the
ellipsis is processed, the sentence will look as follows: Iliad was not written by Homer, Iliad was
written by a different man whose name was Homer. The meanings of the first mention of Homer
and Iliad are instantiated from the concepts HUMAN and BOOK, respectively. Just like JAPAN and
USA in (18), they will be referred to by name in the TMR. The second mention of Homer will be
represented “on general principles,” that is, using a numbered instance of HUMAN, with all the
properties attested in the text overtly listed. There are two event instances referred to in the sen-
tence, both of them instances of AUTHOR-EVENT. 

author-event-1
agent value Homer
theme Iliad

modality-1  ;a method of representing negation
scope author-event-1
modality-type epistemic
modality-value 0

author-event-2
agent value human-2

 name value Homer
theme value Iliad

co-reference-3 
Homer human-2

modality-2
scope co-reference-3
modality-typeepistemic
modality-value 0

Another example of special representation strategy is questions and commands. In fact, to deal
with this issue, we must first better understand how we are treating assertions. All our examples
so far have been assertions, though we have not characterized them as such, as there was nothing
with which to compare them. In linguistic and philosophical theory, assertions, questions and
commands are types of illocutionary acts, or less formally, speech acts (Austin 1962, Searle 1969,
1975). This brings about the general issue of how to treat speech acts in TMRs. 

Our solution is to present every proposition as the theme of a communication event whose agent

71. We will not focus here on what makes this sentence funny—see Raskin 1985 and Attardo 1994 for a dis-
cussion of semantic analysis of humor.
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is the author (speaker) of the text that we are analyzing. Sometimes, such a communication event
is overtly stated in the text, e.g., I promise to perform well on the exams. Most of the time, how-
ever, such an event is implied, e.g., I will perform well on the exams, which can be uttered in
exactly the same circumstances as the former example and have the same meaning.72 Note that
we included the implicit communication event with the reporter as the author in the detailed
example (18). 

For questions and commands, similarly, also the implicit communication event must be repre-
sented in order to characterize the speech act correctly. We represent questions using values of the
ontological concept REQUEST-INFORMATION with its theme filled by the element about which the
question is asked. If the latter is the value of a property of a concept instance, then this is a special
question about the filler of this property. For example, the question Who won the match? is repre-
sented as:

win-32
theme value sports-match-2

request-information-13
theme value win-32.agent

If an entire proposition fills the THEME property of REQUEST-INFORMATION, then this is a general
yes/no question, e.g., Did Arsenal win the match? will be represented as 

win-33
agent value Arsenal
theme value sports-match-3

request-information-13
theme value win-33

The meaning of the sentence Was it Arsenal who won the match? will be represented as 

win-33
agent value Arsenal
theme value sports-match-3

request-information-13
theme value win-33

modality-11
type salience
scope win-32.theme
value 1

Commands are treated in a similar fashion, except that the ontological concept used for the—
often implicit—communication event is REQUEST-ACTION whose theme is always an EVENT.

Speech act theory deals with an unspecified large number of illocutionary acts, such as promises,
threats, apologies, greetings, etc. Some such acts are explicit, that is, the text contains a specific

72. Incidentally, this treatment agrees with the theory of latent performatives (Austin 1958, Searle 1989,
Bach and Harnish 1992). 
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reference to the appropriate communication event but most are not. To complicate matters further,
one type of speech act—whether explicit or implicit—may stand for another type: thus, in Can
you pass the salt? what on the surface seems to be a direct speech act, a question, is, in fact, an
indirect speech act of request.

As speech act theory has never been intended or used for text processing, neither Austin nor
Searle were interested in the boundaries of meaning specification and the differences between
meaning proper and inferences. Thus, a significant distinction was ignored. This state of affairs
has practical consequences, too. As we have discussed in Section 6.1 above, in NLP it is impor-
tant to know when to stop meaning analysis. 

Therefore, it is important to understand that such speech acts as assertions, questions and com-
mands (and very likely nothing else) are part of the meaning of a text, while others are typically
inferred, unless they are overtly stated in the text (e.g., I regret to inform you that the hotel is fully
booked). As with all inferences, there is no guarantee that the system will have all the knowledge
necessary for computing such inferences. As a result, the analysis may have to halt before all pos-
sible inferences have been made. As was mentioned in Section 6.1 above (see also Section 6.7
below), very few such inferences are needed for the application of machine translation. 

6.6 Synonymy and Paraphrases

The issues we are discussing in this section is whether ontological semantics can generate two dif-
ferent TMRs for the same input and whether different inputs with the same meaning are repre-
sented by the same TMR. The former phenomenon is synonymy, the latter, paraphrase in natural
language. What we are interested in here is whether these phenomena are carried over into the
TMR. 

In an ontological semantic analysis system, for a given state of static knowledge resources, a
given definition of the TMR format and a given analysis procedure, a given input will always
yield the same TMR statement. The above means that there is no synonymy of TMRs. There is a
one-to-one relationship between a textual input and a TMR statement. Sentence or text level syn-
onymy in natural language, that is, paraphrase, will not, therefore, necessarily lead to generating a
single TMR for each sentence from a set of paraphrases, unless those paraphrases are purely syn-
tactic, as, for instance, in active, passive and middle voice variations. 

The sentences Michael Johnson won the 400m, Michael Johnson got the gold medal in 400m,
Michael Johnson finished first in the 400m and even Michael Johnson left all his rivals behind at
the finish line the 400m in Sydney and, in fact, many others may refer to the same event without
being, strictly speaking, paraphrases. The analysis system will assign different TMRs to these
inputs. This is because the analysis procedure is in some sense “literal-minded” and simply fol-
lows the rules of instantiating and combining the elementary meanings from the lexicon, the
ontology and the Fact DB. In defense of this literal-mindedness, do not let us forget that all the
above examples do, in fact, have, strictly speaking, different meanings and deal with different
facts. It is another matter that these facts are closely connected and, if they indeed all refer to the
final of the 400m run at the Sydney Olympics of 2000, characterize different aspects of the same
event. In terms of formal semantics, any one of these co-referring sentences conjoined with the
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negation of any other yields a contradictory statement. This means that an inferential relationship
holds between any two of such sentences (cf. Example 9 in Section 6.1 above). 

Is it important to know that all these (and possibly other) examples refer to the same event? It
might be that for the application of MT this is not that important. However, in information extrac-
tion and question answering systems, it is essential to understand that all the examples above pro-
vide the same information. So, if the question was “Who won men’s track 400m in Sydney?” any
of the above examples can provide the answer. Also, if we turn these examples into questions, all
of them can be input into a QA system with the same intent. It is precisely the desire to recognize
that a set of questions Did Michael Johnson win the 400? Who got the gold in men’s track 400?
and others co-refer that makes it necessary, unlike in MT, to find a way of connecting them. To
accommodate such a goal in these applications, additional provisions should be furnished in the
static knowledge sources. Complex events in the ontology (Section 7.1.5) and the Fact DB (Sec-
tion 7.2) fit the bill. The sentences in the example above would instantiate different components
of the same instance of the complex event SPORTS-RESULT in the ontology. In order for a QA sys-
tem to be able to provide an answer to questions based on these sentences, the Fact DB must con-
tain this instance of SPORTS-RESULT with its properties filled.

6.7 Basic and Extended TMRs

The input text provides initial information to be recorded in the TMR by an ontological semantic
analysis system. The input sentence John sold the blue car results in a TMR fragment with
instances of BUY, HUMAN and CAR. The latter’s COLOR property is filled with the value ‘blue.’ The
instances of HUMAN and CAR fill the properties SOURCE and THEME, respectively in the instance of
BUY. The important thing to realize here is that in addition to having established the above prop-
erty values triggered by direct processing of the input, the system knows much more about the
ontological concept instances used in this TMR, for example, that BUY has an AGENT property,
among many others. While the values of the properties that have not been overtly stated in the text
do not become part of the specification of an instance, they can still be retrieved from the ontol-
ogy, by traversing the INSTANCE-OF relation from the instance to its corresponding concept. Thus,
the system can abductively infer that the car was sold to another person from the fact that AGENT
of BUY has a SEM constraint HUMAN, even though the input does not overtly mention this. In prin-
ciple, this conclusion can be overridden by textual evidence. 

If the blue car has been already mentioned in the text (which is likely because of the definite arti-
cle in the input), then the corresponding instance of car is already available. If the instance was
created by processing the input John owned a blue Buick and a red Ford, then the TMR already
contains an instance of a car whose COLOR property is ‘blue’ and whose MAKE property is filled
by BUICK. The MAKE property in the ontological concept for CAR has CAR-MANUFACTURER as its
filler. The constraint from the text is more specific. Therefore, if co-reference can be established,
the quality of processing will be enhanced if the more specific constraint is used. 

Now, in addition to other parts of the TMR, there is another source of such constraints, the Fact
DB (see Section 7.2 below), where information about remembered instances of ontological con-
cepts is stored. So, if for some reason it is important to remember John’s Buick, then any informa-
tion from any text already processed by a system or entered by a human acquirer (from the point
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of view of Fact DB itself, the method of acquisition is immaterial) can provide the most specific
set of constraints for a concept instance in the TMR. Once again, successful co-reference resolu-
tion is a precondition. Thus, the Fact DB may contain information about John’s Buick that its
model is Regal or that its model year is 1998. 

The overall picture of the TMR is, then as follows. It contains frames triggered by the input sen-
tence, where some of the property fillers come from the currently processed input, some others,
from other parts of the TMR, still others, from Fact DB, and the rest, from the ontology. The over-
ridability status of the fillers of different provenance is not the same—the constraints from the
input take overall precedence, followed by constraints from the same TMR, constraints from Fact
DB and constraints from the ontology, in this order.

The basic TMR contains only the first two levels of constraint—those from the current input and
from other parts of the TMR. Information from the Fact DB and the ontology that was not overtly
mentioned in the text should not be, if at all possible, used in generating text in a target language
for the application of MT. Some other applications, such as IE and QA generally cannot avoid
using the inferred information (see examples in Section 6.6 above). The TMR that contains infor-
mation from outside input texts is the extended TMR. The inferred information is listed using the
DEFAULT, SEM and RELAXABLE-TO facets (see Section 7.1.1 below for the definition), while the
basic TMR information is stored using the VALUE facet of the corresponding property. Figure 21
is a modified version of Figure 20 to which extended TMRs, the procedures that produce it and
connections with other dynamic and static knowledge sources have been added. 
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 Figure 21. The 
Data, the Processors and the Static Knowledge Sources in Ontological Semantics II: With extended TMRs 
and the inference engine included.
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7.  The Static Knowledge Sources: Ontology, Fact Database and Lexicons
In ontological semantics, static knowledge sources include the ontology, the fact database and, for
each of the languages used in an application, a lexicon that includes an onomasticon, a lexicon of
names (see Figure 22). The ontology provides a metalanguage for describing the meaning of lexi-
cal units of a language as well as for the specification of meaning encoded in TMRs. In order to
accomplish this, the ontology lists the definitions of concepts that are understood as correspond-
ing to classes of things and events in the world. Formatwise, the ontology is a collection of
frames, or named collections of property-value pairs. The Fact DB contains a list of remembered
instances of ontological concepts. In other words, if the ontology has a concept for CITY, the Fact
DB may contain entries for London, Paris or Rome; if the ontology has the concept for SPORTS-
EVENT, the Fact DB will have an entry for the Sydney Olympics.

The ontological semantic lexicon contains not just semantic information. However, when it comes
to semantics, it specifies what concept, concepts, property or properties of concepts defined in the
ontology must be instantiated in the TMR to account for the meaning of a particular lexical unit of
input. Lexical units that refer to proper names are listed in the onomasticon. The entries in the
onomasticon directly point to elements of the Fact DB. Onomasticon entries are indexed by name
(the way these words and phrases appear in the text), while in the corresponding entry of the Fact
DB the instances are named by appending a unique number to the name of their corresponding
concept.

The notion of instantiation is central to ontological semantics. Instances of ontological concepts
are produced during analysis of natural language texts and manipulated during their synthesis.
They are also used alongside concepts in a variety of inference making processes that derive con-
clusions based on the analysis of input but not overtly specified in the text. The Fact DB simply
makes the information in TMRs produced within various applications permanently available for
further processing, as needed.

Figure 22 illustrates the relationships among static knowledge sources. The modules in the left-
hand column contain world knowledge, those in the right-hand column, elements of natural lan-
guage. The modules in the top row refer to general entities, referring to any instance of a word or
a concept; the modules in the bottom row specify instances of concepts and their names that point
to the named concept instances.
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7.1 The Ontology

We have already introduced a format, the TMR, for representing text meaning in ontological
semantics (see Chapter 6). It is time now to concentrate on the provenance of the most essential
building blocks of the TMR, specifically, the meanings of most open-class lexical items that con-
stitute the starting point for the compositional semantic process that, if successful, leads to a basic
TMR (the compositional semantic processing is described in detail in Chapter 8 below). In onto-
logical semantics, such lexical meanings are represented as expressions in a special metalanguage
whose vocabulary labels representations of events, objects and their properties and whose syntax
is specially designed to facilitate expressing complex lexical meanings. The representations of the
meaning of individual events, objects and their properties are organized in a structure called an
ontology. 

The difference between the language of the TMR and the language of the ontology largely paral-
lels the distinction between the description languages (those that do not contain predication, in
linguistic terms) and assertion languages (that contain predication) in AI knowledge representa-
tion systems such as NIKL (Kaczmarek et al. 1986) or KRYPTON (Brachman et al. 1983). The
most important difference between ontological semantics and knowledge representation in AI is
the former’s accent on broad practical coverage of semantic phenomena and the latter’s accent on
the theoretical completeness and non-contradictoriness of the formal representation system.

Ontology

Fact DB

Object Instances Event Instances

Lexicon

Onomasticon

 Figure 22. A schematic view of the interactions among the major ontological semantic 
knowledge sources—the ontology, the Fact DB, the lexicon and the 
onomasticon
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In order to build large and useful natural language processing systems one has to go beyond for-
malism and actually commit oneself to a detailed version of a “constructed reality” (Jackendoff
1983). Interpreting the meanings of textual units is really feasible only in the presence of a
detailed world model whose elements are triggered (either directly or indirectly, individually or in
combinations) by the appearance in the input text of various textual units whose lexicon entries
contain pointers to certain ontological concepts. 

World model elements should be interconnected through a set of properties, which will enable the
world modeler to build descriptions of complex objects and processes in a compositional fashion,
using as few basic primitive concepts as possible. At the same time, having the complete descrip-
tion of a world as its main objective, an ontological semanticist will not have the motivation or
inclination to spend time on searching for the smallest set of basic concepts that could be com-
bined to provide a complete description of the world. Parsimony is desirable and justified only if
the completeness and clarity of the description is not jeopardized. Indeed, parsimony often stands
in a trade-off relation with the simplicity of knowledge formulation and ease of its manipulation.
In other words, in practical approaches, it may be well worth one’s while to allow larger sets of
primitives in exchange for being able to represent meaning using simpler and more transparent
expressions. It is clear from the above that we believe that, as in software engineering, where pro-
grams must be readily understandable by both computers and people, ontological (and other
static) knowledge in an ontological semantic system must be readily comprehensible to people
who acquire and inspect it as well as to computer programs that are supposed to manipulate it. 

In ontological semantics, the real primitives are properties—attributes of concepts and relations
among concepts. These properties are not just uninterpreted labels but rather functions from their
domains (sets of ontological elements whose semantics they help describe) into value sets. The
latter can thus also be considered primitive elements in the ontology. All other concepts are
named sets of property-value pairs that refer to complex objects which are described using combi-
nations of the primitives. What this means is that ontological semantics features a relatively small
set of primitive concepts but at the same time has a rather rich inventory of elements available for
representing and manipulating lexical meaning.

An ontological model must define a large set of generally applicable categories for world descrip-
tion. among the types of such categories are:

• perceptual and common sense categories necessary for an intelligent agent to interact with, 
manipulate and refer to states of the outside world;

• categories for encoding interagent knowledge which includes one's own as well as other 
agents’ intentions, plans, actions and beliefs;

• categories that help describe metaknowledge (i.e., knowledge about knowledge and its 
manipulation, including rules of behavior and heuristics for constraining search spaces in 
various processor components);

• means of encoding categories generated through the application of the above inference 
knowledge to the contents of an agent’s world model.

The choice of categories is not a straightforward task, as anyone who has tried realistic-scale
world description knows all too well. Here are some examples of the issues encountered in such
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an undertaking:

• Which of the set of attributes pertinent to a certain concept should be singled out as ‘concept-
forming’ and thus have named nodes in the ontology corresponding to them, and which
others should be accessible only through the concept of which they are properties? As an
example, consider whether one should further subdivide the class VEHICLE into WATER-
VEHICLE, LAND-VEHICLE, AIR-VEHICLE; or, rather, into ENGINE-VEHICLE, ANIMAL-
PROPELLED-VEHICLE, GRAVITY-PROPELLED-VEHICLE; or, perhaps, into CARGO-VEHICLE,
PASSENGER-VEHICLE, TOY-VEHICLE, MIXED-CARGO-AND-PASSENGER-VEHICLE? Or maybe it
is preferable to have a large number of small classes, such as WATER-PASSENGER-ANIMAL-
PROPELLED-VEHICLE, of which, for instance, ROWBOAT will be a member?

• Which entities should be considered objects and which ones relations? Should we interpret a
cable connecting a computer and a terminal as a relation (just kidding)? Or should we rather
define it as a PHYSICAL-OBJECT and then specify its typical role in the static episode or
‘scene’ involving the above three objects? Should one differentiate between RELATIONs (links
between ontological concepts) and ATTRIBUTEs (mappings from ontological concepts into
symbolic or numerical value sets)? Or rather define ATTRIBUTEs as one-place RELATIONs? Is
it a good idea to introduce the ontological category of attribute value set with its members
being primitive unstructured meanings (such as the various scalars and other, unordered, sets
of properties)? Or is it better to define them as full-fledged ontological concepts, even though
a vast majority of relations defined in the ontology would not be applicable to them (such a
list will include case relations, meronymy, ownership, causals, etc.)? As an example of a
decision on how to define an attribute, consider the representation of colors. Should we
represent colors symbolically, as, say, red, blue, etc. or should we rather define them through
their spectrum wavelengths, position on the white/black scale and brightness (cf. Schubert et
al. 1983)?

• How should we treat sets of values? Should we represent The Julliard quartet as one concept
or a set of four? What about The Pittsburgh Penguins? What is an acceptable way of
representing complex causal chains? How does one represent a concept corresponding to the
English phrase toy gun? Is it a gun? Or a toy? Or none of the above? Or is it perhaps the
influence of natural language and a peculiar choice of meaning realization on the part of the
producer that poses this problem—maybe we do not need to represent this concept at all?

In most of the individual cases such as the above, there is considerable leeway in making repre-
sentation decisions. Additionally, there is always some leeway in topological organization of the
tangled hierarchy, which most often is not crucially important. In other words, many versions of
an ontological world model, while radically different on the surface, may be, in fact, essentially
the same ontology, with different assignment of importance values among the properties of a con-
cept. For example, physical objects may first be classified by color and then by size, shape or tex-
ture. However, unless there are good heuristics about priorities among such cross-classifying
properties, there will be n! different topologies for the ontological hierarchy for n properties at
each level. There is no reason to waste time arguing for or against a particular ordering, though
various considerations of convenience in description may arise. 

Sometimes such choices go beyond ontology proper. In Section 8.5 below, we discuss the various
possibilities of distributing the meaning components between propositional and parameterized
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representations in TMRs. These differences influence the way in which ontological hierarchies
are structured. In some other cases, some components of lexical meaning representation are rele-
gated to the lexicon instead of being specified directly in the ontology. For example, the ontology
of Dahlgren et al. (1989) uses the individual / group distinction (e.g., wolf / pack) very high in the
hierarchy as one of the basic ontological dichotomies, while the ontology used in each of the
implementations of ontological semantics relegates this distinction to a set representation in the
TMR (and, consequently, a similar representation in the semantics zone of the lexicon entry for
words denoting groups).

It is important to realize that the differences in the topology of the ontological hierarchy and in the
distribution of knowledge among the ontology, TMR parameters and the lexicon are relatively
unimportant. What is much more crucial is the focus on coverage and on finding the most appro-
priate grain size of semantic description relative to the needs of an application (see Section 9.3.6
below). 

7.1.1  The Format of Mikrokosmos Ontology
In this section, we formally introduce the syntax and the semantics of the ontology, the former,
using a BNF while the latter more informally, by commenting on the semantics of the notation
elements and illustrating the various ontological representation decisions. We introduce the
semantics of the ontology incrementally, with the semantics of new features appearing after they
are introduced syntactically. In the BNF, once again, “{ }” are used for grouping; “[ ]” means
optional (i.e., 0 or 1); “+” means 1 or more; and “*” means 0 or more. 

ONTOLOGY ::= CONCEPT+

An ontology is organized as a set of concepts, each of which is a named collection of properties
with their values at least partially specified. For example, the ontological concept PAY can be rep-
resented, in a simplified manner, as follows:

pay
definition “to compensate somebody for goods or services rendered”
agent human
theme commodity
patient human

Remember that in the above ontological definition, PAY, HUMAN, COMMODITY, AGENT, THEME,
DEFINITION and BENEFICIARY are not English words, as might be construed, but rather names of
ontological concepts that must be given only the semantics assigned to them in their ontological
definitions. DEFINITION, AGENT, THEME and BENEFICIARY are the properties that have values (or
fillers) assigned to them at this stage in the specification of the concept PAY. In terms of the under-
lying representation language for the ontology, concepts are frames and properties are slots in
these frames—this is, of course, the standard interpretation of concepts and properties in all
frame-based representation schemata (e.g., Minsky 1975, Bobrow and Winograd 1977, Schank
and Abelson 1977). An important notational convention is that each concept in the filler position
represents all the concepts in the subtree of the ontology of which it is the root. This means, for
example, that if the concept of PAY is used to represent the meaning of the sentence John paid Bill
ten dollars, John and Bill will match HUMAN (because they will be understood as instances of
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people) while ten dollars will match COMMODITY. The above representation is in an important
sense a shorthand. We will present a more varied and detailed picture of the actual constraints
(values, fillers) for concepts as we continue this presentation.

CONCEPT := ROOT | OBJECT-OR-EVENT | PROPERTY

Concepts come in three different syntactic formats, corresponding to semantic and topological
differences in the organization of the ontology. First of all, ontological concepts are not simply an
unconnected set. They are organized in an inheritance hierarchy (we will see how in a short
while). This device is common in knowledge representation in AI because it facilitates economies
of search, storage and access to ontological concepts. Semantically, the first difference among the
concepts is that of “free-standing” versus “bound” concepts. The former represent OBJECT and
EVENT types that are instantiated in a TMR. The latter represent PROPERTY types that categorize
the OBJECTs and the EVENTs and are not normally individually instantiated but rather become slots
in instantiated OBJECTs and EVENTs.73 

ROOT ::= ALL DEF-SLOT TIME-STAMP-SLOT SUBCLASSES-SLOT

The root is a unique concept in the ontology. It does not inherit properties from anywhere, as it is
the top node in the inheritance hierarchy. It has the two special slots (properties), DEF-SLOT and
TIME-STAMP-SLOT that are used for administrative purposes of human access and control and do
not typically figure in the processing by an application program, and another special slot that lists
all the concepts that are its immediate SUBCLASSES. The above slots belong to the very small
ONTOLOGY-SLOT subtree of the property branch of the ontology. They are clearly “service” prop-
erties that do not carry much semantic content and are needed to support navigation in the ontol-
ogy as well as facilitate its acquisition and inspection. TIME-STAMP-SLOT is used for version
control and quality control of the ontology, and we will not list it in the examples for the sake of
saving space. In the extant implementations of ontological semantics, the root concept is called
ALL (see Figure 23, where the TIME-STAMP property is routinely omitted for readability):

73. They may, however, be instantiated in a TMR by means of a reification operation (e.g., Russell and Norvig 1995),
thereby making them stand-alone instances in the TMR.

 Figure 23. ALL, the top concept in the Mikrokosmos ontology.
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OBJECT-OR-EVENT ::= CONCEPT-NAME DEF-SLOT TIME-STAMP-SLOT ISA-SLOT [SUBCLASSES-SLOT] [INSTANCES-SLOT] 
OTHER-SLOT*

OBJECTs and EVENTs have names, definitions and time stamps. They are descendants of some
other OBJECT or EVENT, respectively, as indicated by the IS-A slot; some of them have SUB-
CLASSES, some have (remembered) instances stored in the Fact DB (see Section 7.2). And finally,
they possess unique value sets for particular properties that differentiate them from other con-
cepts. This latter information, introduced under OTHER-SLOT, is stored as fillers of the RELATION
and ATTRIBUTE properties (see below). 

PROPERTY ::= RELATION | ATTRIBUTE | ONTOLOGY-SLOT

Properties are the ontology’s conceptual primitives. As an example, in the Mikrokosmos imple-
mentation of ontological semantics, there are about 300 such properties that help to define about
6000 concepts. Properties appear in the ontology in two guises, as defined types of concepts in the
property branch and as slots in the definitions of objects and events. We will first explain how the
latter are used and then will describe the properties as concepts. 

OTHER-SLOT ::= RELATION-SLOT | ATTRIBUTE-SLOT

RELATION-SLOT ::= RELATION-NAME FACET CONCEPT-NAME+

ATTRIBUTE-SLOT ::= ATTRIBUTE-NAME FACET {number | literal}+

FACET ::= value | sem | default | relaxable-to | not | default-measure | inv | time-range | info-source

A slot is the basic mechanism for representing relationships between concepts. In fact, the slot is
the fundamental metaontological predicate, based on which the entire ontology can be described
axiomatically (see Section 7.1.6 below). Several kinds of fillers that properties can have are
described by introducing the device of facet in the representation language in order to handle the
different types of constraints. All properties (slots) have all permissible facets defined for them
(though not necessarily filled in every case), except as mentioned for the special slots below. In
the latest implementation of ontological semantics, permissible facets are as follows (the facets
TIME-RANGE and SOURCE will be discussed in Section 7.2 below, the section on Fact DB): 

VALUE: the filler of this facet is an actual value; it may be the instance of a concept, a literal sym-
bol, a number, or another concept (in the case of the ontology slots, see below). Most of the con-
straints in TMR are realized as fillers of the VALUE facet. In the ontology, in addition to ontology
slots, the VALUE facet is used to carry factual truths, e.g., that Earth has exactly one moon:

earth
...
number-of-moons value 1
...

SEM: the filler of a SEM facet is either another concept or a literal, number, or a scalar range (see
below). In any case, this kind of filler serves as a selectional restriction on the filler of the slot. It
is through these selectional restrictions that concepts in the ontology are related (or linked) to
other concepts in the ontology (in addition to taxonomic links). The constraints realized through
the SEM facet are abductive, that is, it is expected that they might be violated in certain cases. (17)
returns to the ontological concept pay, now with the appropriate facets added.
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pay
definition value “to compensate somebody for goods or services rendered”
agent sem human
theme sem commodity
patient sem human

Indeed, the AGENT or PATIENT of paying may be not a HUMAN but, for example, an ORGANIZA-
TION; the THEME of paying may be an EVENT, as in John repaid Bill’s hospitality by giving a lec-
ture in his class. It is important to recognize that the filler of theme cannot be “relaxed”
indefinitely. To mark the boundaries of abductive relaxation, the RELAXABLE-TO facet is used (see
below). 

DEFAULT: the filler of a DEFAULT facet is the most frequent or expected constraint for a particular
property in a given concept. This filler is always a subset of the filler of the SEM facet. In many
cases, no DEFAULT filler can be determined for a property. PAY, however, does have a clear
DEFAULT filler for its THEME property:

pay
definition value “to compensate somebody for goods or services rendered”
agent sem human
theme default money

sem commodity
patient sem human

RELAXABLE-TO: this facet indicates to what extent the ontology permits violations of the selec-
tional constraints listed in the SEM facet, e.g., in nonliteral usage such as a metaphor or metonymy.
The filler of this facet is a concept that indicates the maximal set of possible fillers beyond which
the text should be considered anomalous. Continuing with ever finer description of the semantics
of PAY, we can arrive at the following specification: 

pay
definition value “to compensate somebody for goods or services rendered”
agent sem human

relaxable-to organization
theme default money

sem commodity
relaxable-to event

patient sem human
relaxable-to organization

The DEFAULT, SEM and RELAXABLE-TO facets are used in the procedure for matching what
amounts to multivalued selectional restrictions. In cases when multiple facets are specified for a
property, the program first attempts to perform the match on the selectional restrictions in
DEFAULT facet fillers, where available. If it fails to find a match, then the restrictions in SEM facets
are used and, failing that, those in RELAXABLE-TO facets. 

NOT: this facet is used for specifying that its fillers should be excluded from the set of acceptable
fillers of a slot, even if other facets, such as, for instance, SEM, list fillers of which the fillers of not
are a subset. This is just a shorthand device (essentially, set difference) to allow the developers of
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the ontology to avoid long lists of acceptable fillers—see an example in the discussion of inherit-
ance in Section 7.1.2 below. 

DEFAULT-MEASURE: this facet is used for a rather special purpose of specifying a measuring unit
for the number or numerical range that fills the VALUE, DEFAULT, SEM or RELAXABLE-TO facet of
the same slot. It is needed to keep the types of numerical fillers to a minimum—they can still be
only a number, a set of numbers or a numerical range. If dimensionality is added to the fillers,
then there will be at least as many different types of such fillers as there are measuring units
(actual measuring units are defined as concepts in the ontology). In other words, the number 5
could stand for 5 meters, five dollars or five degrees Kelvin. The example below shows a typical
use of the facet DEFAULT-MEASURE:

money
...
amount default-measure monetary-unit

sem >= 0 
...

This specification of the content of the AMOUNT property of MONEY allows us to correct, once
again, the deliberate simplification in the specification of the semantics of PAY—the filler of the
default facet of its theme is actually an amount of money, not simply the concept MONEY. In the
corrected example, we use the shorthand notation MONEY.AMOUNT to represent the filler of a par-
ticular property of a concept:

pay
definition value “to compensate somebody for goods or services rendered”
agent sem human

relaxable-to organization
theme default money.amount

sem commodity
relaxable-to event

patient sem human
relaxable-to organization

As can be seen from the DEFAULT-MEASURE facet, the facet facility can be used not only to list
specific constraints but also to qualify those constraints in various ways. In fact, in the Mikrokos-
mos implementation of ontological semantics, the facet facility was used, for example, to specify
the SALIENCY of a particular property for the identity of a concept (e.g., that a table has a flat top is
a more salient fact than the number of legs it has) or the TOLERANCE of a particular value that
showed how strict or fuzzy the boundaries of a certain numeric range were. Eventually, SALIENCY
came to be represented as a kind of MODALITY (see Section 8.5.3) and the semantics of TOLER-
ANCE was subsumed by RELAXABLE-TO. The above developments underscore the complexity and
the need to make choices of expressive means in building a metalanguage for representing mean-
ing in texts (TMR), in the world (the ontology and the Fact DB) and the lexis of a language (the
lexicon). 

The INV facet is used to mark the fact that a particular filler was obtained by traversing an inverse
relation from another concept. TIME-RANGE is a facet used only in facts, that is, concept instances
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and specifies the temporal boundaries within which the information listed in the fact is correct.
The value of this facet is used to support truth maintenance operations.The INFO-SOURCE facet is
used to record the source of the particular information element stored in a slot. It may be a URL or
a bibliographical reference.

ONTOLOGY-SLOTs, as already mentioned, are special properties, in that they do not have a world-
oriented semantics. In other words, they are used to record auxiliary information as well as infor-
mation about the topology of the ontological hierarchy rather than semantic constraints on con-
cepts. The small ontological subtree of ONTOLOGY-SLOT is illustrated in Figure 24. 

ONTOLOGY-SLOT ::= ONTOLOGY-SLOT-NAME DEF-SLOT TIME-STAMP-SLOT ISA-SLOT [SUBCLASSES-SLOT] DOMAIN-
SLOT ONTO-RANGE-SLOT INVERSE-SLOT

DEF-SLOT ::= DEFINITION value “an English definition string”

TIME-STAMP-SLOT ::= time-stamp value time-date-and-username+

ISA-SLOT ::= IS-A value { ALL | CONCEPT-NAME+ | RELATION-NAME+ | ATTRIBUTE-NAME+ }

SUBCLASSES-SLOT ::= subclasses value {CONCEPT-NAME+ | RELATION-NAME+ | ATTRIBUTE-NAME+}

INSTANCES-SLOT ::= instances value instance-name+

INSTANCE-OF-SLOT ::= instance-of value concept-name+

DOMAIN-SLOT ::= domain sem concept-name+

INVERSE-SLOT ::= inverse value relation-name

ONTO-RANGE-SLOt ::= REL-RANGE-SLOT | ATTR-RANGE-SLOT

The semantics of the properties that are children of ONTOLOGY-SLOT is as follows:

DEFINITION: This slot is mandatory in all concepts and instances. It has only a VALUE facet whose
filler is a definition of the concept in English intended predominantly for human consumption
during the knowledge acquisition process, for instance, to help establish that a candidate for a new

 Figure 24. The auxiliary slots in the ontology, the ONTOLOGY-SLOT subtree
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ontological concept is not, in fact, synonymous with an existing concept.

TIME-STAMP: This is used to encode a signature showing who created this concept and when, as
well as an update log for the concept. In some applications of ontological semantics this informa-
tion is stored in a separate set of log files that are not part of the ontology proper. 

IS-A: This slot is mandatory for all concepts except ALL which is the root of the hierarchy.
Instances do not have an IS-A slot. This slot has only a VALUE facet which is filled by the names of
the immediate parents of the concept. A concept missing an IS-A slot is called an orphan. Ideally,
only ALL should be an orphan in the ontology. 

SUBCLASSES: This slot is mandatory for all concepts except the leaves (concepts that do not have
children). Note that instances do not count as ontological children. This slot also has only a
VALUE facet which is filled by the names of the children of the concept. 

INSTANCES: This slot is present in any concept that has remembered instances associated with it in
the Fact DB. A concept may, naturally, have both SUBCLASSES and INSTANCES. There is no
requirement that only leaf concepts have instances. This slot also has only a VALUE facet filled by
the names of the instances of this concept. This and the next slot provide cross-indexing capabili-
ties between the ontology and the Fact DB.

INSTANCE-OF: This slot is mandatory for all instances and is present only in instances, that is, in
the TMR and in Fact DB. It has only a VALUE facet that is filled by the name of the concept of
which the Fact DB element, where the INSTANCE-OF slot appears, is an instance. 

INVERSE: This slot is present in all relations and only in relations. It has only a VALUE facet which
is filled by the name of the RELATION which is the inverse of the relation in which the INVERSE
slot appears. For example, the inverse of the relation PART-OF is the relation HAS-PARTS. The
INVERSE slot is used to cross-index relations.

DOMAIN: This slot is present in all properties and only in them. It has only a SEM facet which is
filled by the names of concepts that can be in the domain of this property, that is, the concepts in
which such properties can appear as slots. A DOMAIN slot uses a VALUE facet only when a prop-
erty is reified, that is, made into a free-standing frame in the TMR, usually because it is the head
of a proposition or because there is a need to add a qualifying constraint to it, which in the repre-
sentation language we have used cannot be done for a slot. (Incidentally, this is also the formal
reason why a property, if not reified, cannot become head of a TMR proposition—see Section
8.2.1) However, typically a property enters a text meaning representation (TMR) as a slot in an
instance of an OBJECT, EVENT, or other TMR constructs (e.g., DISCOURSE-RELATION). 

RANGE: This slot is also present in all properties and only in properties. It too has only a SEM facet.
In relations, the SEM facet is filled with the names of concepts that are in the range of this relation,
that is, can be its values. In an attribute, the SEM facet can be filled by any of the possible literal or
numerical values permissible for that attribute. The filler can also be a numerical range specified
using appropriate mathematical comparison operators (such as >, <, etc.). Again, the RANGE slot
usually does not use its VALUE facet since typically instances of a property in a TMR are recorded
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in a slot in some other instance. 

RELATION ::= RELATION-NAME DEF-SLOT TIME-STAMP-SLOT ISA-SLOT [SUBCLASSES-SLOT] DOMAIN-SLOT 
REL-RANGE-SLOT INVERSE-SLOT

ATTRIBUTE ::= ATTRIBUTE-NAME DEF-SLOT TIME-STAMP-SLOT ISA-SLOT [SUBCLASSES-SLOT] DOMAIN-SLOT 
ATTR-RANGE-SLOT

REL-RANGE-SLOT ::= RANGE SEM CONCEPT-NAME+

ATTR-RANGE-SLOT ::= RANGE SEM { number | literal }*

The above definitions introduce RELATIONs and ATTRIBUTEs as free-standing concepts, not prop-
erties (slots) in other concepts (frames). The difference between RELATIONs and ATTRIBUTEs boils
down to the nature of their fillers: RELATIONs have references to concepts in their RANGE slots;
ATTRIBUTEs, references to elements—individual, sets or ranges—taken from (numerical or sym-
bolic—see below) specific value sets.

CONCEPT-NAME ::= name-string

INSTANCE-NAME ::= name-string

ONTOLOGY-SLOT-NAME ::= name-string

RELATION-NAME ::= name-string

ATTRIBUTE-NAME ::= name-string

NAME-STRING ::= alpha {alpha | digit}* {- {alpha | digit}+ }*

A word is in order about naming conventions. While, syntactically, names of concepts and
instances, are arbitrary name strings, semantically, further conventions are introduced in any
implementation of ontological semantics, in order to maintain order and uniformity in representa-
tions. All concept names in the ontology are alphanumeric strings with the addition of only the
hyphen character. No accents are permitted on any of the characters. Such enhancements are per-
mitted only in lexicons. As far as ontology development is concerned, all symbols that we
encounter can be classified into one of the following types:

• concept names: typically English phrases with at most four words in a name, separated by 
hyphens;

• instance names: following the standard practice in AI, an instance is given a name by 
appending the name of the concept of which this instance is INSTANCE-OF with a hyphen 
followed by an arbitrary but unique integer;

• references: fillers of the format concept.property.[facet] or instance.property that indicate that 
a filler is bound by reference to the filler in another concept or instance; for example, 

car-32
color car-35.color

which says that the color of car-32 is the same as that of car-35;
• literal (nonnumerical) constants: these are also usually English words, in fact single words 

most of the time;
• the special symbols: NONE, NIL, UNKNOWN, NOTHING, NOT, AND, OR, REPEAT, UNTIL, as 

described below;
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• other miscellaneous symbols used in the various implementations of ontological semantics, 
including: 

– TMR symbols;
– lexicon symbols;
– numbers and mathematical symbols.

A (real) number is any string of digits with a possible decimal point and a possible +/- sign; a lit-
eral is any alphanumeric string starting with an alphabetical symbol. We will not formally define
them any further. As mentioned above, the legal format of a filler in any implementation of onto-
logical semantics can be a string, a symbol, a number, a numerical (scalar) or a literal (symbolic)
range. Strings are typically used as fillers (of VALUE facets) of ontology slots representing user-
oriented, non-ontological properties of a concept, such as DEFINITION or TIME-STAMP. A symbol
in a filler can be an ontological concept. This signifies that the actual filler can be either the con-
cept in question or any of the concepts that are defined as its subclasses. In addition to concept
names and special keywords (such as facet names, etc.), we also allow symbolic value sets as
legal primitives in a world model. For instance, we can introduce symbolic values for the various
colors—RED, BLUE, GREEN, etc.—as legal values of the property COLOR, instead of defining any
of the above color values as separate concepts. Numbers, numerical ranges and symbolic ranges
(e.g., april—june) are also legal fillers in the representation language. Note that symbolic ranges
are only meaningful for ordered value sets and that, for numerical range values, one can locally
specify a measuring unit. The measuring unit is introduced in the ontology through the filler of the
DEFAULT-MEASURE facet. If no DEFAULT-MEASURE is specified locally, the system will use the
(default) unit listed in the definition of each scalar attribute in the ontology. In the Dionysus
implementation there was another syntactic convention: to prepend the ampersand, &, to sym-
bolic value set members in order to distinguish them from ontological entity names, that were
marked by the asterisk, and instances from the Fact DB, that were marked with the percent sym-
bol, %. In the Mikrokosmos implementation, value set members receive names different from
concept names, and instances are recognized by the unique number appended to the concept
name. 

Individual numerical values, numerical value sets and numerical (scalar) ranges are fillers of the
range slot for SCALAR-ATTRIBUTEs. The values can be absolute and relative. If the input text to be
processed contains an overt reference to a quantity, e.g., a ten-foot pole, then the filler of the
appropriate property, LENGTH-ATTRIBUTE, is represented as a number with a measuring unit spec-
ified—in this case, the number will be 10, and the measuring unit, feet (this value is the filler of
the DEFAULT-MEASURE facet on LENGTH-ATTRIBUTE). A property which can be measured on a
scale can also be described in an input in relative terms. We can say The temperature is 90 degrees
today or It is very hot today. Relative references to property values are represented in ontological
semantics using abstract scales, usually running from 0 (the lowest possible value) to 1 (the high-
est possible value). Thus, the meaning of hot in the example above will be represented as the
range [0.75 - 1] on the scale of temperature (we often notate this as > .75). If we want to compare
two different relative values of a property, we will need to consult the definitions of the corre-
sponding concepts where the ranges of acceptable absolute values of such properties for a given
concept are listed. For example, the temperature of water runs between 0 and 100 degrees Centi-
grade, so hot water, if represented on an abstract scale as above, will, in fact translate into an abso-
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lute, measured, scale as the range between 75 and 100 degrees. At the same time, temperature of
bath water, would range between, say 20 and 50 degrees Centigrade. Therefore, a hot bath will be
represented in absolute terms as a range between 42.5 and 50 degrees. 

Literal symbols in the ontology are used to stop unending decomposition of meanings. These
symbols are used to fill certain slots (namely, they are fillers of LITERAL-ATTRIBUTEs) and are
defined in the ontology in the range slots of the definitions of their respective LITERAL-
ATTRIBUTEs. Some characteristics of literal symbols worth noting include: 

• Literal symbols are used in our representations in much the same way as the qualitative 
values used in qualitative physics and other areas of AI that deal with modeling and design of 
physical artifacts and systems (de Kleer and Brown, 1984; Goel, 1992). 

• Literal symbols are either binary or refer to (approximate) positions along an implied scale, 
that is, over an ordered set of symbols—e.g., days of the week or planets of the Solar system, 
counted from Mercury to Pluto, whose status as a planet has, as a matter of fact, been 
recently thrown into doubt. For binary values, it is often preferable to use attribute-specific 
literal symbols rather than a generic pair (such as YES or NO, or ON or OFF). 

• Literal symbols are often used when there is no numerical scale in common use in physical or 
social models of the corresponding part of the world. For example, OFFICIAL-ATTRIBUTE has 
in its range the literals OFFICIAL and UNOFFICIAL. Although one can talk about an event or a 
document being more official than another, there is no obvious scale in use in the world for 
this attribute. The two literals seem to serve well as the range of this attribute. 

• It is not always true that literal attributes are introduced in the absence of a numerical scale in 
the physical or social world. A classical example of this is COLOR. Although several well-
defined numerical scales for representing color exist in models of physics (such as the 
frequency spectrum, hue and intensity scales, etc.), such a scale does not serve our purposes 
well at all. First of all, it would make our TMRs more or less unreadable for a human if it has 
a frequency in MHz, a hue range and a value of intensity in place of a literal such as RED or 
GREEN. Moreover, it makes lexicon acquisition more expensive; lexicographers will have to 
consult a physics reference to find out the semantic mapping for the word red instead of 
quickly using their own intuitive understanding of its meaning. The above consideration is 
strongly predicated, however, on the expected granularity of description. It would be, in fact, 
much more preferable to use a non-literal representation of color to support processing of 
texts in which color differences are centrally important. 

Four special fillers—NOTHING, NIL, UNKNOWN and NONE, are used in the various implementations
of ontological semantics. NIL means that the user has not specified a filler and there is no filler to
be inherited. UNKNOWN means that a filler exists but is not (yet) specified. NONE means that there
can be no filler, and the user (or the system) overtly specified this. For instance, if for a certain
property in a certain concept there cannot be found a default filler—that is, when several potential
fillers are equally probable—then the user will have to enter NONE as the filler of this default
facet. The special symbol NOTHING has been introduced to block inheritance. It will be discussed,
together with other issues concerning inheritance, in the next section. 

7.1.2  Inheritance
When talking about inheritance, we only concentrate on contentful issues relating to the expres-
sive power of the ontology metalanguage. We see ontological semantics as guided by the theory
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of inheritance (e.g., Touretzky 1984, 1986, Thomason et al. 1987, Touretzky et al. 1987, Thoma-
son and Touretzky 1991) but do not aspire to contributing to further development of the theory of
inheritance. Our approach to inheritance is fully implementation-oriented. 

The inheritance hierarchy, which is implemented using IS-A and SUBCLASSES slots, is the back-
bone of the ontology. When two concepts, X and Y, are linked via an IS-A relation (that is, X IS-A
Y), then X inherits slots (with their facets and fillers) from Y according to the following rules:

• All slots that have not been overtly specified in X, with their facets and fillers, but are 
specified in Y, are inherited into X. 

• ONTOLOGY-SLOTs (IS-A, SUBCLASSES, DEFINITION, TIME-STAMP, INSTANCE-OF, INSTANCES, 
INVERSE, DOMAIN, RANGE) are excluded from this rule. They are not inherited from the 
parent. 

• If a slot appears both in X and Y, then the filler from X takes precedence over the fillers from 
Y. 

• Use the filler NOTHING to locally block inheritance on a property. If a parent concept has a 
slot with some facets and fillers and if some of its children have NOTHING as the filler of the 
SEM facet for that same slot, then the slot will not be inherited from the parent. Since the 
local slot in the child has NOTHING as its filler, no instance of any OBJECT or EVENT or any 
number or literal will match this symbol. As such, no filler is acceptable to this slot and this 
slot will never be present in any instance of this concept. This has the same effect as 
removing the slot from the concept. For example, ANIMAL has the property MATERIAL-OF 
filled by AGRICULTURAL-PRODUCT; HUMAN IS-A ANIMAL and it inherits the slot MATERIAL-OF 
from ANIMAL; however, the filler of this slot in HUMAN is, for obvious reasons, NOTHING. 
Note that in descendants of HUMAN it is entirely possible to reintroduce fillers other than 
NOTHING in the MATERIAL-OF slot, for instance, in news reports about transplants or cloning. 

• Block the inheritance of a filler that is introduced through the NOT facet. Thus, the filler 
HUMAN will be introduced through the facet NOT in the THEME slot of BUY, while the SEM 
facet will list OBJECT as its filler (and HUMAN is a descendant of OBJECT). This is our way of 
saying that, in the extant implementations of ontological semantics, people cannot be bought 
or sold (which, incidentally, may turn out to be a problem for processing news reports about 
slavery in the Sudan or buying babies for adoption). 

Regular inheritance of a slot simply incorporates all fillers for the slot from all ancestors (con-
cepts reached over the IS-A relation) into the inheriting concept. For example, a kitchen has a
stove, a refrigerator, and other appliances. A room has walls, a ceiling, a floor, and so on. A
kitchen, being a room, has the appliances as well as a floor, etc. Blocking inheritance indicates
that a slot or slot/filler combination that appears in an ancestor should not be incorporated into the
inheriting concept. 

There are two reasons for blocking inheritance using NOTHING. First, in a subtree in the ontology,
all but a few concepts might have a particular property (slot). It is much easier to put the slot at the
root of the subtree and block it in those few concepts (or subtrees) which do not have that slot
rather than putting the slot explicitly in each of the concepts that do take the slot. For example, all
EVENTS take the agent slot except PASSIVE-COGNITIVE-EVENTs and INVOLUNTARY-PERCEPTUAL-
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EVENTs. We can put the AGENT slot (with the SEM constraint ANIMAL) in EVENT and put a SEM
NOTHING in PASSIVE-COGNITIVE-EVENT and INVOLUNTARY-PERCEPTUAL-EVENT. This will effec-
tively block the AGENT slot in the subtrees rooted under these two classes of EVENT while all other
EVENTs will still automatically have the AGENT slot.

A second, stronger reason for introducing this mechanism comes from the needs of lexical seman-
tics. Sometimes, the SEM-STRUC zone of the lexicon entry for certain words (see Section 7.2) will
have to refer to a property (slot) defined for an entire class of concepts, even though a few con-
cepts in that class do not actually feature that property. For example, in the SEM-STRUC of the
Spanish activo, we must refer to the AGENT of EVENT without knowing what EVENT it is. This
requires us to add an AGENT slot to EVENT even though there are two subclasses of EVENT that do
not have AGENT slots. An alternative would be to list every type of EVENT other than the above
two in the SEM-STRUC of the lexicon entry for this word. This, however, is not practical at all. In a
sense, this mechanism is introducing the power of default slots just like we have a DEFAULT facet
in a slot. We can specify a slot for a class of concepts which acts like a default slot: it is present in
every concept unless there is an explicit SEM NOTHING filler in it.

While multiple inheritance is allowed and is indicated by the presence of more than one filler in
the IS-A slot in a concept, no extant implementation of ontological semantics has fully developed
sufficiently formal methods for using multiple inheritance. 

7.1.3  Case Roles for Predicates 
The semantic properties help to describe the nature of objects and events. Some of these proper-
ties constrain the physical properties of OBJECTs, e.g., TEXTURE, LENGTH or MASS, or EVENTs, e.g.,
INTENSITY. Some others, introduce similar “inherent” properties of non-physical, that is, social or
mental objects or events, e.g., PRECONDITION, DESCRIBES or HAS-GOVERNMENT. Still others, are
applicable to the description of any kind of OBJECT or EVENT, e.g., HAS-PARTS. There is, however,
a group of relations that has a special semantics. These relations describe connections between
events on the one hand and objects or other events (or between a verb and its arguments, adjuncts
and complements, in linguistic terminology) that the “main” events are in some sense “about.” In
other words, they allow one to contribute to the description of the semantics of propositions
through the specification of their semantic arguments. These arguments are typical roles that a
predicate can take; they appear as properties of events in the TMR, as well as in the ontology and
the Fact DB.

The first descriptions of similar phenomena in linguistics were independently proposed in the
1960s by Gruber (1965) and Fillmore (1968, 1971, 1977), who called his approach case grammar.
Since then, case grammar has had a major impact on both theoretical and computational linguis-
tics (e.g., Bruce 1975; Grimshaw 1990; Levin and Rappaport Hovav 1995) and has found its way,
in varying forms, into knowledge representation for reasoning and natural language processing
systems. An overview and comparison of several theories of case grammar in linguistics can be
found in Cook (1989); reviews of case systems as they are used in natural language processing,
for example, in Bruce (1975), Winograd (1983) or Somers (1986).

In case grammar, a case relation (or case role, or simply case) is a semantic role that an argument
(typically, a noun) can have when it is associated with a particular predicate, (typically, a verb).
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While many linguistic theories of case have been proposed, all of them have in common two pri-
mary goals: 1) to provide an adequate semantic description of the verbs of a given language, and
2) to offer a universal approach to sentence semantics (see Cook, 1989, ix). Unfortunately for our
purposes, most approaches to case grammar in linguistics remain, at base, syntactic, and indeed
talk about language-dependent arguments of verbs and nouns, not of language-independent prop-
erties of events, general declarations about the universality of approach notwithstanding. 

Another issue is the actual inventory of the case roles. It has been amply noted that there are about
as many systems of case roles as there are theories and applications that use them. We view this
state of affairs as necessary and caused by the difficulty of balancing the grain size of description
against coverage and ease of assignment of case role status to semantic arguments. The case roles
must be manipulated by people during the knowledge acquisition stage of building an implemen-
tation of ontological semantics, that is, when the ontology and the lexicons are constructed. This
makes it desirable, on the one hand, to use a small inventory of case roles—or risk the acquirers
spending long minutes selecting and constraining an appropriate set of case roles to describe an
event; on the other hand, it is imperative that the case roles are defined in a straightforward way
and correspond to a clearly cut and identifiably coherent subset of reality—or risk the acquirers
metaphorically or metonymically extending the semantics of some roles beyond their intended
purview. 

In what follows, we describe the set of case roles defined in the CAMBIO/CREST implementa-
tion of ontological semantics. This set has been the subject of much development and modifica-
tion over the years, as the earlier implementations of ontological semantics used distinctly
different inventories. We expect that any future applications, with their specific goals, sublan-
guage and subworld and granularity, will involve further modifications to the inventory of case
roles. In the examples that accompany the specification of the case roles, we take the liberty of
marking using boldface the textual elements whose semantic description will fill the correspond-
ing case role slot in the semantic description of the appropriate event in the TMR. 

Table 4: Agent

Definition The entity that causes or is responsible for an action

Semantic Constraints Agents are either intentional, that is, in our judgment, humans or 
higher animals, or forces

Syntactic Clues The subject in a transitive sentence is often, but not always, the 
agent. In languages with grammatical cases, a nominative, ergative 
or absolutive case marker often triggers an agent. Here and in the 
rest of the specifications of case roles, the syntactic clues are pre-
sented as defeasible heuristics rather than strong constraints. 

Examples Kathy ran to the store.
The storm broke some windows.
Du Pont Co. said it agreed to form a joint venture in gas separa-
tion technology with L'Air Liquide S.A., an industrial gas com-
pany based in Paris.
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Notes 1. Du Pont Co. and l’Air Liquide S.A. are metonymical agents—
see Section 8.4.2;
2. after the resolution of co-reference (see Section 8.6.1), it will be 
assigned appropriate semantic content that will fill the agent case 
role of the event corresponding to agree.
3. In the last example, the two companies are both treated as 
agents of the event corresponding to forming a joint venture—see 
Section 7.1.4 below.

Table 5: Theme

Definition The entity manipulated by an action

Semantic Constraints Themes are seldom human

Syntactic Clues Direct objects of transitive verbs; subjects in intransitive sentences 
and verbal complements are often themes. In languages with 
grammatical cases, nominals in accusative often trigger themes.

Examples John kicked the ball.
The price is high.
The ball rolled down the hill.
John said that Mary was away.
Bridgestone Sports Co. has set up a company in Taiwan with a
local concern and a Japanese trading house. 

Notes While not particularly hard to detect, probably because of the rela-
tive reliability of syntactic clues, this case role ends up covering 
probably more heterogeneous phenomena than it should—there is 
a clear intuitive difference between the themes realized in lan-
guage by objects and those realized by (sentential) complements 
or by direct objects and by subjects.

Table 6: Patient

Definition The entity that is affected by an action

Semantic Constraints Typically, patients are human

Table 4: Agent

Definition The entity that causes or is responsible for an action
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Syntactic Clues Indirect objects often end up interpreted as patients, when the 
above semantic constraint holds; subjects of verbs whose mean-
ings are involuntary perceptual events and subjects of non-agen-
tive verbs (e.g., feel, experience, suffer) are interpreted as patients. 
In languages with grammatical cases, dative forms often trigger 
patients. 

Examples Mary gave a book to John.
Fred heard music.
Bill found himself entranced.

Notes Relatively easy to identify when a theme is also present, as in the 
first example above. The definition of this role is admittedly diffi-
cult to distinguish from that of theme. Early implementations of 
ontological semantics, instead of a single patient role, used sev-
eral: experiencer (for Fred in the second example and Bill in the 
third) and beneficiary (for John in the first example). Unlike the 
second example, in Fred listened to music, Fred is interpreted as 
the AGENT of the underlying event because the event implies inten-
tionality—indeed, one hears music much too often when one 
would rather not hear it. 

Table 7: Instrument

Definition The object or event that is used in order to carry out an action.

Semantic Constraints None.

Syntactic Clues Prepositions with and by, in their appropriate senses, may trigger 
the case role instrument. In some languages there is a special case 
marker that is a clue for instrument—e.g., the instrumental case in 
Russian.

Examples Seymour cut the salami with a knife.
Armco will establish a new company by spinning off its general
steel department.

Notes Sometimes, across languages, instruments are elevated syntacti-
cally to the subject positions, as in The knife cut the salami easily. 

Table 6: Patient

Definition The entity that is affected by an action
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Table 8: Source

Definition A starting point for various types of movement and transfer (used
in verbs of motion, transfer of possession, mental transfer, etc.)

Semantic Constraints Sources are primarily objects

Syntactic Clues Prepositional clues are available (see Nirenburg 1980 for details), 
e.g., the English from in one of its senses; in some languages there 
is a special case marker that is a clue for source—e.g., ablative in 
Latin or elative in Finnish; however, one cannot, as in agent, 
theme or patient, expect a clue for source on the basis of grammat-
ical function, such as subject or direct object. 

Examples The goods will be shipped from Japan.
Susan bought the book from Jane.
TWA Flight 884 left JFK at about 11 p.m.

Notes We avoid treating events as sources in sentences like John went 
from working 12 hours a day to missing work for weeks at a time 
by interpreting the events in the corresponding TMR as free-stand-
ing propositions, with a discourse relation between them. One can 
envisage making the opposite choice and thus relaxing the above 
semantic constraint. One rationale for our choice comes from the 
application of MT: we cannot count on the availability of the go 
from construction used in this way in languages other than 
English. Therefore, we analyze the input further, stressing not the 
way the two propositions are connected in the source language but 
rather reporting the actual sequence of events. 

Table 9: Destination

Definition An endpoint for various types of movement and transfer (used in
verbs of motion, transfer of possession, mental transfer, etc.)

Semantic Constraints Destinations are primarily objects

Syntactic Clues Prepositional clues are available, e.g., the English to or toward in 
one of their senses; in some languages there is a special case 
marker that is a clue for destination—e.g., allative (or destinative) 
in Finnish; however, one cannot, as in agent, theme or patient, 
expect a clue for source on the basis of grammatical function, such 
as subject or direct object. 

Examples John took his mother to the theater.
Cindy brought the money to me.
Hilda gave John an idea.
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Notes Considerations parallel to those in the notes on the case role source 
apply here. 

Table 10: Location

Definition The place where an event takes place or where an object exists

Semantic Constraints Locations are typically objects

Syntactic Clues Prepositions that have locative senses (in, at, above, etc.) and, in 
some languages with grammatical cases, special case values, e.g., 
locative in Eastern Slavic languages or essive in Finnish. 

Examples The milk is in the refrigerator.
The play by Marlowe will be performed at the Shakespeare The-
ater.

Notes The meaning of location (as well as time, treated parametrically— 
see Section 8.5.2 below) must be posited whenever an instantia-
tion of an event or an object occurs. In fact, imparting spatiotem-
poral characteristics to an event type can be considered a defining 
property of instantiation (as well as in indexation in the philosophy 
of language). If no candidate for a filler is available, either in the 
input text or in the Fact DB, abductively overridable DEFAULT or 
SEM values can be propagated from the corresponding concepts or, 
alternatively, through contextual inferences.

Table 11: Path

Definition The route along which an entity (i.e., a theme) travels, physically 
or otherwise

Semantic Constraints Paths are typically objects

Syntactic Clues Some prepositions, such as along, down, up, through, via, by way 
of, around, etc., in their appropriate senses, trigger the case role 
PATH. 

Table 9: Destination

Definition An endpoint for various types of movement and transfer (used in
verbs of motion, transfer of possession, mental transfer, etc.)
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7.1.4  Choices and Trade-Offs in Ontological Representations.
In Section 6.6. above, we established that, for a given state of static resources, including ontology,
a given format of the TMR and a given analysis procedure, there is no paraphrase in TMRs, that
is, a given textual input, under the above conditions, will always result in the same TMR. This is
the result of all the choices that were made at definition and acquisition time of both static and
dynamic knowledge sources. As a matter of policy, at definition time, ontological semantics
strives to make a single set of choices on every phenomenon that is perceived by the developers as

Examples Mary ran down the hill.
The plane took the polar route from Korea to Chicago.
He went through a lot of adversity to get to where he is now.

Notes The meanings that can be represented using PATH can also be 
specified by other means, for instance, by proliferating the number 
of free-standing propositions in the TMR and connecting them 
with overt discourse relations (cf. the notes to the case role 
SOURCE where this device was mentioned for the case when the 
candidate for the case role’s filler was an event). It can be argued 
that such means are available for all case roles. It is, however, a 
matter of a trade-off between the parsimony of the case role inven-
tory and ease of assigning an element of input to a particular case 
role, at acquisition time or at processing time. 

Table 12: Manner

Definition The style in which something is done.

Semantic Constraints Manner is typically a scalar attribute.

Syntactic Clues Manner is triggered by some adverbials.

Examples She writes easily.
Bell Atlantic acquired GTE very fast.

Notes This case role accommodates some typical scalars comfortably, 
treating their semantics along the lines of adjectival semantics (see 
Raskin and Nirenburg 1995, 1998); the grain size of the definition 
is deliberately coarse—otherwise, assignment will be compli-
cated; this case role is used as a hold-all in ontological semantics 
to link any event modifier that cannot be assigned to one of the 
above case roles.

Table 11: Path

Definition The route along which an entity (i.e., a theme) travels, physically 
or otherwise
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allowing in principle several different ways of treatment. Of course, one is never guaranteed that
the ontological semantic knowledge sources will not contain means for expressing a particular
content in more than one way. In fact, to check that this is not the case is far from trivial, and it
might well be impossible to avoid such an eventuality. Obviously, ontological semantics attempts
to preclude this from happening in every case when this possibility is detected. 

Eliminating multiple representation possibilities involves making a number of choices and trade-
offs. We already alluded to some such choices in the notes for the case roles in the previous sec-
tion. Here we would like to illustrate some further and more generally applicable decisions of this
kind.

In the Dionysus implementation of ontological semantics, the set of case roles included several
“co-roles”—e.g., CO-AGENT, CO-THEME, or ACCOMPANIER. These were defined as entities that
behaved like agents or themes but always in conjunction with some other agent or theme, thus ful-
filling, in some sense, an auxiliary role, e.g., John (AGENT) wrote a book with Bill (CO-AGENT) or
The Navy christened the new frigate (THEME) The Irreversible (CO-THEME). In the former case,
the choice taken, for example, in the Mikrokosmos and CAMBIO/CREST implementations of
ontological semantics is to make the grain size of description somewhat more coarse and declare
that the AGENT and the CO-AGENT are members of a set that fills the AGENT role of WRITE. What
we lose in granularity here is the shade of meaning that John was somehow more important as the
author of the book than Bill. However, this solution is perfectly acceptable in most subject
domains. 

In the case of the purported case role CO-THEME, when a solution similar to that we just suggested
for CO-AGENT is impossible, and this is, indeed, the case in the second example above, a treatment
may be suggested that avoids using exclusively case roles for connecting elements of meaning in
the TMR. In this example, the lexicon entry for christen uses the ontological concept GIVE-NAME:

give-name
...
theme default human

 has-name sem name  
sem object

has-name sem name

...

The corresponding part of the TMR is filled by the input sentence as follows:

give-name-20
...
theme value ship-11

has-name value The Irreversible
...

The problem of representing the meaning of the example accurately is solved this way not at the
level of such general properties as case roles but rather at the level of an individual ontological
concept, GIVE-NAME, whose semantics uses both a case role (THEME) of the event itself and a non-
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case-role property (HAS-NAME) of that case role’s filler. This kind of solution always invites itself
when there is a necessity to avoid the introduction of a possibly superfluous general category.
Because CO-THEME would have to be introduced for a small set of phenomena and its presence
would make the processes of knowledge acquisition and text analysis more complicated, it is pref-
erable to provide for the ontological representation of the phenomena without generalization, that
is, in the definitions of individual lexical items (viz., christen) and ontological concepts (viz.
GIVE-NAME). 

As a result of reasoning along these lines, between the Dionysus and Mikrokosmos implementa-
tions of ontological semantics, the inventory of case roles was shrunk at least twofold, mostly at
the expense of co-roles and case roles that were judged to be better interpreted in an alternative
preexisting manner—as discourse relations, defined in the ontology and used in TMRs, among
free-standing propositions (cf. the notes for the case role source in the previous section; see also
Section 8.6.3 below on discourse relations). This is not only parsimony, at its purest, but also
elimination of a possibility for paraphrase in TMR: leaving those case roles in would have made it
possible to represent the same meaning either with their help or using the discourse relations. 

7.1.5  Complex Events
In order to represent the meaning of connected text, not simply that of a sequence of ostensibly
independent sentences, several things must happen. One of the most obvious connections across
sentence boundaries is co-reference. The TMR in ontological semantics allows for the specifica-
tion of co-reference, and special procedures exist for treating at least facets of this phenomenon in
extant applications of ontological semantics (see Section 8.6.1). Discourse relations among prop-
ositions can also hold across sentence boundaries, and ontological semantics includes facilities for
both detecting and representing them. 

There are, however, additional strong connections among elements of many texts. These have to
do with the understanding that individual propositions may hold well-defined places in “routine,”
“typical” sequences of events (often called complex events, scripts or scenarios—see Section 3.7
above) that happen in the world, with a well-specified set of object-like entities that appear in dif-
ferent roles throughout that sequence. For example, if the sequence of events describes a state
visit, the “actors” may, under various circumstances, include the people who meet (the “princi-
pals”), their handlers, security personnel and journalists, possibly, a guard of honor; the “props”
may include airplanes, airports, meeting spaces, documents, etc. All these actors and props will
fill case roles and other properties in the typical component events of the standard event sequence
for a state visit, such as travel, arrival, greetings, discussions, negotiations, press conferences,
joint statements, etc. The component events are often optional; alternatively, some component
events stand in a disjunctive relation with some others (that is, of several components only one
may actually be realized in a particular instantiation of the overall complex event), and their rela-
tive temporal ordering may be fuzzy.

Such typical scripts can be expressed in natural language using expository texts or narratives, sets
of the above (indeed, one conceptual story can be “gathered” from several textual sources), plus
text in tables, pictures, TV and movie captions, etc. The notion of script is clearly recursive, as
every component event can itself be considered a script, at a different level of granularity. The
notion of script, under a variety of monikers, was popularized in computer science by Minsky
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(1975), Schank and Abelson (1977), Charniak (1972) and their colleagues in the 1970s. However,
at that time, no realistic-size implementation of natural language processing using scripts could be
undertaken, in part, because there was no clear idea about the required inventory of knowledge
sources, their relations and content. Script-based theories of semantics were proposed in theoreti-
cal linguistics (Fillmore 1985, Raskin 1986) but were overshadowed by the fashion for formal
semantics (see Section 3.5.1 above). Moreover, the size of the task of creating the ontological
semantic knowledge sources was at the time underestimated by the practitioners and overesti-
mated by critics. It can be said that ontological semantics is a descendant of the script-oriented
approach to natural language processing, especially in the strategic sense of accentuating seman-
tic content, that is the quantity and quality of stored knowledge required for descriptions and
applications. Ontological semantics certainly transcends the purview and the granularity levels of
the older approach as well as offering an entirely different take on coverage of world and lan-
guage knowledge and on its applicability. 

In the complex-event-based approach to processing text inputs, the complex events in the ontol-
ogy that get instantiated from the text input provide expectations for processing further sentences
in a text. Indeed, if a sentence in a text can be seen as instantiating, in the nascent TMR, a com-
plex event, the analysis and disambiguation of subsequent sentences can be aided by the expecta-
tion that propositions contained in them are instantiations of event types that are listed as
components of the activated complex event. Obviously, the task of activating the appropriate
complex event from the input is far from straightforward. Also, not all sentences and clauses in
the input text necessarily fit a given complex event—there can be deviations and fleeting extrane-
ous meanings that must be recognized as such and connected to other elements of the TMR
through regular discourse relations, that is, through a weaker connection than that among the ele-
ments of a complex event. 

Complex events usually describe situations with multiple agents. Each of these agents can be said,
in some sense, to carry out their own plans that are made manifest through the reported compo-
nent events in a complex event. Plans are special kinds of complex events that describe the pro-
cess of attaining a goal by an agent or its proxies. Goals are represented in ontological semantics
as postconditions (effects) of events (namely, steps in plans or components of general complex
events). For example, if an agent’s goal is to own a TV set, this goal would be attained on a suc-
cessful completion of one of a number of possible plans. In other words, it will be listed in the
ontology as the postcondition (effect) of such events as BUY, BORROW, LEASE, STEAL, MANUFAC-
TURE. Note that the plans can be activated only if all the necessary preconditions for their trigger-
ing hold. Thus, the ontology, in the precondition property of BUY, for example, will list the
requirement that the agent must have enough money (see McDonough 2000). 

Manipulating plans and goals is especially important in some applications of ontological seman-
tics, for instance, in advice giving applications where the system is entrusted with recognizing the
intentions (goals) of an agent or a group of agents based on processing texts about their behavior.
Goal- and plan-directed processing relies on the results of the analysis of textual input, as
recorded in the basic TMR, as well as the complementary knowledge about relevant (complex)
events and objects and their instances, stored in the ontology and the Fact DB, and instantiated in
the extended TMR. It is clear that reasoning based on the entire amount of knowledge in the
extended TMR can be much richer than if only those facts mentioned in the input texts were used
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for inference making. Richer possibilities for reasoning would yield better results for any NLP
application, provided it is supplied with the requisite inference making programs, for instance, for
resolving translation mismatches. The reason we are making a distinction among NLP applica-
tions is the extent to which an application depends on such capabilities. For example, MT practi-
tioners have typically assumed that this application does not really need machinery for inference
making. This belief is clearly based on the perception that acquiring the knowledge necessary to
support reasoning is prohibitively expensive or even outright infeasible, and therefore one must
make do with simpler approaches. Of course, should MT developers be able to obtain such
resources, they would use them. Ontological semantics has among its goals that of supplying
application builders with exactly this kind of knowledge. 

Of course, as mentioned above, in addition to the knowledge, efficient reasoning procedures must
be developed. Such procedures must conform to a number of constraints, an example of which is
the following. It is common knowledge that, unless a limit is imposed on making inferences from
knowledge units in rich knowledge bases, the inferencing process can go too far or even not halt
at all. In advanced applications, for example, advice giving, a good candidate for such a limit is
deriving the active goals and plans of all relevant agents in the world. However, even applications
that involve more or less direct treatment of basic text meaning, such as machine translation, will
benefit from making fewer inferences. There will always be difficult cases, such as the need to
understand the causal relation in The soldiers fired at the women and I saw some of them fall to
select the correct reference for them—in Hebrew, for example, the choice of the pronoun (the
masculine otam or the feminine otan will depend on the gender of the antecedent). Such cases are
not overly widespread, and a prudent system would deliberately trigger the necessary inferences
when it recognizes that there is a need for them. In general, any event is, in fact, complex, that is,
one can almost always find subevents of an event; whether and to what extent it is necessary to
develop its HAS-PARTS property is a matter of grain size dictated by whether an application needs
this information for reasoning. 

Complex events are represented in ontological semantics using the ontological property HAS-
PARTS. It has temporal semantics if it appears in events, and spatial semantics if it appears in
physical objects, e.g., to indicate that an automobile consists of an engine, wheels, the chassis, etc.
The properties PRECONDITION and EFFECT also carry information necessary for various kinds of
reasoning and apply to any events, complex or otherwise. Complex events require an extension to
the specification format. The reason for that is the need to bind the case roles and other property
values in component events to establish co-reference. Also, the HAS-PARTS slot of complex events
should allow for the specification of rather advanced combinations of component events. There-
fore, the format of the filler of HAS-PARTS in complex events should allow a) Boolean operators
and, or and not and b) loop statements. Complex events also need statements about partial tem-
poral ordering of their components. For this purpose, a special new property, COMPONENT-RELA-
TIONS is introduced. 

Component events in a complex event have a peculiar status. They are not regular instances of
concepts, as in the ontology no instantiation occurs—instantiation is one of the two main opera-
tions in generating TMRs, the other being matching selectional restrictions in order to combine
individual concept instances—but their meaning is different from that of the general concepts to
which they are related. In other words, asking questions in the context of a class at school is
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clearly different from the general idea of asking questions. In order to represent this difference,
the notion of ontological instance is introduced. In an ontological instance, some properties are
constrained further as compared to their “parent” concept. The constraints typically take the form
of cross-reference to the filler of another component event in the same complex event. 

For reasons of clarity and convenience, instead of describing the component events and compo-
nent relations directly in the fillers of corresponding slots in the concept specification for the com-
plex event, we use the device of reification by just naming them in a unique way in that location
(we identify ontological instances by appending letters, not numbers as in the case of real
instances) and describe their content separately, at the same level as the main complex event. As a
result, the format of the ontological description of a complex event is a set of ontological concept
frames. 

Reification in ontological semantics is a mechanism for allowing the definition of properties on
properties by elevating properties from the status of slots in frames to the level of a free-standing
concept frame. It is desirable from the point of view of nonproliferation of elements of metalan-
guage to avoid introducing a concept of, say DRIVER if it could always be referred to as
DRIVE.AGENT. However, this brings about certain difficulties. For example, if we want to state that
somebody is a DRIVER of TRUCKs, we would have to say that there is an instance of DRIVE in
which the theme is TRUCK and the AGENT is the person in question. There is no direct relationship
between THEME and AGENT, and it would take a longer inference chain to realize that TRUCK is, in
fact, the value of a property of DRIVER, too, not only of DRIVE. The more properties one would
want to add to DRIVER and not to DRIVE, the more enticing it would be to reify the property
DRIVE.AGENT and treat it as a separate concept. In principle, we can use reification on the fly,
while building a TMR, when we need to add a property to a property, which is prohibited in the
static knowledge sources such as the ontology and the lexicon. As we will see in the example
below, reification also facilitates the specification of complex events. 

In the example below, we present a simplified view of the complex event TEACH. As illustrated,
TEACH has as PRECONDITION two EVENTs—that the teacher knows the material and the students
do not; as EFFECT, it has the EVENT that the students (now) know the material. The process of
teaching is presented as follows: the teacher presents the material to the students, the students ask
the teacher questions about this material and the teacher answers these questions. The above is
admittedly a gross simplification of the actual state of affairs but will serve well for the purposes
of illustration. 

The ontological instances introduced in the process are: TEACH-KNOW-A, -B and -C, TEACH-
DESCRIBE, TEACH-REQUEST-INFO, TEACH-ANSWER, TEACH-AFTER-A and -B. The constraints in
these instances are all references to fillers of slots in other components of the complex event or
the complex event itself. Reference is expressed using the traditional dot notation (m.s[.f] is read
as ‘the filler of the [facet f of the] slot s of the frame m’). Ontological instances are not indexed in
the Fact DB. They appear in appropriate slots of complex events and their fillers are all references
to fillers of other ontological instances within the same complex event or the complex event itself.
They are PART-OF (INVERSE of HAS-PARTS) of the complex event in which they are listed but
INSTANCE-OF their corresponding basic concept, that is, TEACH-DESCRIBE-A is the first ontological
instance of DESCRIBE that is at the same time PART-OF TEACH. 
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teach 
is-a value communicative-event
agent sem human

default teacher
theme sem knowledge
destination sem human

default student
precondition default (teach-know-a teach-know-b)
effect default teach-know-c
has-parts value (teach-describe

repeat (teach-request-information teach-answer)
until teach-know-c)

component-relations value (teach-after-a teach-after-b)
component-modalities value (teach-modality-a)

teach-know-a
instance-of value know
patient value teach.agent.sem
theme     value teach.theme.sem

teach-know-b
instance-of value know
patient value teach.destination.sem
theme      value teach.theme.sem

teach-modality-a
type value epistemic
scope value teach-know-b
value value 0

teach-know-c
instance-of value know
patient value teach.destination.sem
theme      value teach.theme.sem

teach-describe
instance-of value describe
agent       value teach.agent.sem
theme       value teach.theme.sem
destination value teach.destination.sem

teach-request-information
instance-of value request-information
agent       value teach.destination.sem
theme       value teach.theme.sem
destination value teach.agent.sem

teach-answer
instance-of value answer
agent      value teach.agent.sem
theme       value teach-request-information.theme.sem
destination value teach.destination.sem

teach-after-a
domain value teach-describe
range value teach-request-information
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teach-after-b
domain value teach-request-information
range value teach-answer

7.1.6  Axiomatic definition of ontology. 
To summarize the basic decisions made in defining the ontology, we present its axiomatic defini-
tion. An earlier version of this definition was originally formulated by Kavi Mahesh (1996), on
the basis of the Mikrokosmos implementation of ontological semantics. 

The axioms collectively define a correct and consistent representation in the ontology and what
does not. These axioms define the up-to-date view of the ontology in ontological semantics and
provide a precise framework for discussing the implications of introducing additional features and
complexities in ontological representations. 

The axioms below use the following symbols: 

Variables: p, r, s, t, u, v, w, x, y, and z. 

Meta-ontological predicates: frame, concept, instance, slot and ancestor. Frame, concept, and
instance are one-place predicates; ancestor is a two place predicate, indicating whether the second
argument is an ancestor of the first. Slot is a 4-place predicate, its arguments being the concept,
the slot, the facet, and the filler. Slot is the basic predicate. The rest of the meta-ontological predi-
cates can be derived on its basis with the help of the constants listed below: a frame is a named set
of slots, a concept is a frame in whose slots the facets VALUE, SEM, DEFAULT and RELAXABLE-TO
may appear; an instance is a frame in whose slots only the facet VALUE appears. An ancestor of a
concept is a concept that is among the fillers of the IS-A slot of the latter (or, recursively, of one of
its ancestors). 

Other predicates: =, ≠, ∈,  ∉,  ⊂,  ∩, ∪,  string, literal, reference and scalar. The predicate ∈  is to be
read as belongs to and indicates membership in a set. The predicate ⊂  is used in a generic sense
and includes the relationship between a scalar range and its subranges. String, literal, and scalar
are one-place predicates indicating whether an entity is a string, a scalar (i.e., a number or a range
of numbers), or a literal symbol. Reference is a two-place predicate whose arguments are an entity
and a slot and whose semantics is that the entity is bound to the filler of the slot. 

Logical symbols: ¬,  ∧,  ∨,  ∀,  ∃,  ⇒, ⇔

Constants from the ontology: ALL, OBJECT, EVENT, PROPERTY, RELATION, ATTRIBUTE, LITERAL-
ATTRIBUTE, SCALAR-ATTRIBUTE, IS-A, INSTANCE-OF, SUBCLASSES, INSTANCES, DEFINITION, TIME-
STAMP, DOMAIN, RANGE, INVERSE, NOTHING, VALUE, SEM, DEFAULT, NOT, RELAXABLE-TO,
DEFAULT-MEASURE. 

The list of axioms follows: 

1. A frame is a concept or an instance
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frame(x) ⇔ concept(x) ∨  instance(x)
concept(x) ⇒ ¬ instance(x)
instance(x) ⇒ ¬ concept(x)

2. Every concept except ALL must have an ancestor.

concept(x) ⇔ (x = all) ∨  (∃ y concept(y) ∧  slot(x, is-a, value, y))

3. No concept is an INSTANCE-OF anything

concept(x) ⇒ ¬  ∃ y slot(x, instance-of, value, y)

4. If a concept x IS-A y then is in the SUBCLASSES of y.

slot(x, is-a, value, y) ⇔ slot(y, subclasses, value, x)

5. Every instance must have a concept that is its INSTANCE-OF.

instance(x) ⇔ ∃ y concept(y) ∧  slot(x, instance-of, value, y)

6. No instance is an IS-A of anything.

instance(x) ⇒ ¬  ∃ y slot(x, is-a, value, y)

7. If an instance x is an instance-of a concept y, then x is in the instances of y.

slot(x, instance-of, value, y) ⇔ slot(y, instances, value, x)

8. Instances do not have INSTANCES or SUBCLASSES.

instance(x) ⇒ (¬  ∃ y slot(y, instance-of, value, x)) ∧  (¬  ∃ y slot(y, is-a, value, x))

9. If y is an ancestor of x, then x and y are concepts and either x = y or x IS-A y or x IS-A z and y 
is an ancestor of z.

ancestor(x,y) ⇔ concept(x) ∧  concept(y) ∧  ((x = y) ∨  slot(x, is-a, value, y) ∨  (∃ z slot(x, is-a, 
value, z) ∧  ancestor(z,y)))

10. A concept is either ALL or has one of OBJECT, EVENT and PROPERTY as an ancestor. 

concept(x) ⇔ (x = all) ∨  ancestor(x, object) ∨  ancestor(x, event) ∨  ancestor(x, property)

11. No concept has more than one of OBJECT, EVENT and PROPERTY as ancestors.

concept(x) ⇒ ¬ (ancestor(x, object) ∧  ancestor(x, event))
concept(x) ⇒ ¬ (ancestor(x, object) ∧  ancestor(x, property))
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concept(x) ⇒ ¬ (ancestor(x, event) ∧  ancestor(x, property))

12. Every frame has a DEFINITION and a TIME-STAMP slot, each filled by a string.

frame(x) ⇒ slot(x, definition, value, y) ∧  string(y) ∧  slot(x, time-stamp, value, z) ∧  string(z)

13. If y is a slot in a concept, then y IS-A PROPERTY.

slot(x, y, w, z) ⇒ ancestor(y, property)

14. Every PROPERTY is either a RELATION or an ATTRIBUTE. No PROPERTY is both. 

slot(x, is-a, value, property) ⇒ (x=relation) ∨  (x=attribute)
ancestor(x, relation) ⇒ ¬ ancestor(x, attribute)
ancestor(x, attribute) ⇒ ¬ancestor(x, relation) 

15. If concept x IS-A ATTRIBUTE and y is a slot in x, then y is one of IS-A, SUBCLASSES, 
DEFINITION, TIME-STAMP, DOMAIN and RANGE.

slot(x, y, w, z) ∧  ancestor(x, attribute) ⇒ y ∈  {is-a, subclasses, definition, time-stamp, 
domain, range}

16. If concept x IS-A RELATION and y is a slot in x, then y is one of IS-A, SUBCLASSES, 
DEFINITION, TIME-STAMP, DOMAIN, RANGE and INVERSE.

slot(x, y, w, z) ∧  ancestor(x, attribute) ⇒ y ∈  {is-a, subclasses, definition, time-stamp, 
domain, range, inverse}

17. Property slots in frames can be filled either directly or by reference to the filler in a slot of 
another concept, that is, by reference.

∀ y slot(x, y, w, z) ⇒ frame(z) ∨  scalar(z) ∨  literal(z) ∨  ∃ t (slot(s, t, u, v) ∧  reference(z, 
slot(s, t, u, v)))

18. Fillers of INVERSE slot are always RELATIONs. 

slot(x, inverse, value, y) ⇒ ancestor(y, relation)

19. If y is the INVERSE of x then x is the INVERSE of y.

slot(x, inverse, value, y) ⇔ slot(y, inverse, value, x)

20. There is only one INVERSE for every RELATION. 

slot(x, inverse, value, y) ⇒ ¬  ∃ z (slot(x, inverse, value, z) ∧  (y ≠ z))
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21. Fillers of domain slots must be OBJECTs, EVENTs or INSTANCEs.

slot(x, domain, w, y) ⇒ object(y) ∨  event(y) ∨  instance(y)

22. Fillers of RANGE slots of relations must be OBJECTs, EVENTs, INSTANCEs or NOTHING.

slot(x, range, w, y) ∧  ancestor(x, relation) ⇒ object(y) ∨  event(y) ∨  instance(y) ∨  nothing

23. If x has a slot y then x must have an ancestor t that is in the DOMAIN slot of concept y.

slot(x, y, w, z) ⇒ ∃ t slot(y, domain, sem, t) ∧  ancestor(x, t)

24. If x has a slot y that is a RELATION filled by z then z must have an ancestor t that is in the 
RANGE of the concept y or z must be NOTHING.

slot(x, y, w, z) ∧  ancestor(y, relation) ⇒ (∃ t slot(y, range, sem, t) ∧  ancestor(z, t)) ∨  (z = 
nothing)

25. An INVERSE slot may be inherited or present implicitly: if x has a slot y that is a RELATION 
filled by z then z has a slot u filled by v where v is an ancestor of x, and y has an INVERSE t 
that is an ancestor of u.

slot(x, y, w, z) ∧  ancestor(y, relation) ∧  (z ≠ nothing) ⇒ (∃ u∃ v slot(z, u, w, v) ∧  ancestor(x, 
v) ∧  ∃ t (slot(y, inverse, value, t) ∧  (ancestor(u, t) ∧  ancestor(t, u)))) ∨  (∃ t∃ v slot(y, inverse, 
value, t) ∧  slot(t, range, sem, v) ∧  ancestor(x, v))

26. Inheritance of RELATION slots: if x has a RELATION y as a slot filled by z, and x is an ancestor 
of t, then t also has a slot y that is filled a u that has z as one of its ancestors or is NOTHING.

slot(x, y, sem, z) ∧  ancestor(y, relation) ∧  ancestor(t, x) ⇒ ∃ u (slot(t, y, sem, u) ∧  (ancestor(u, 
z) ∨  (u = nothing)))

27. Inheritance of ATTRIBUTE slots: if x has an ATTRIBUTE y as a slot filled by z, and x is an 
ancestor of t, then t also has a slot y that is filled by a u that is either z or a subset of z or 
NOTHING.

slot(x, y, sem, z) ∧  ancestor(y, attribute) ∧  ancestor(t, x) ⇒ ∃ u (slot(t, y, sem, u) ∧  ((u = z) ∨  

(u ⊂  z) ∨  (u = nothing)))

28. Every slot y in an instance x of concept t is also a slot in concept t; in x, y is filled with a 
narrower range or a lower concept (or an instance thereof), using the value facet. 

slot(x, y, w, z) ∧  instance-of(x, t) ⇒ slot(t, y, v, u) ∧  w = value ∧  ((z ⊂  u) ∨  ancestor(z, u))

29. Every slot of a concept has at least one of VALUE, SEM and DEFAULT facets. 
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slot(x, y , w, z) ⇒ w ∈  {value, sem, default}

30. Every slot y (other than IS-A, SUBCLASSES, DEFINITION, TIME-STAMP, DOMAIN, RANGE and 
INVERSE) of a concept x has one of the following sets of facets: VALUE with or without 
DEFAULT-MEASURE or NOT, either DEFAULT, SEM, or both, with or without RELAXABLE-TO, 
NOT and DEFAULT-MEASURE.

slot(x, y, w, z) ∧  y ∉  { IS-A SUBCLASSES DEFINITION TIME-STAMP DOMAIN RANGE INVERSE} ∧
t ⊂  {not default-measure} ∧  u ⊂  {default sem} ∧  v ⊂  { relaxable-to not default-measure}  ⇒ 

w ⊂  {value t} ∨  w = { u ∪  v}

31. Every attribute is either a SCALAR-ATTRIBUTE or a LITERAL-ATTRIBUTE but not both.

slot(x, is-a, value, attribute) ⇒ (x = scalar-attribute) ∨  (x = literal-attribute)
ancestor(x, scalar-attribute) ⇒ ¬ ancestor(x, literal-attribute)
ancestor(x, literal-attribute) ⇒ ¬ancestor(x, scalar-attribute)

32. The range of a SCALAR-ATTRIBUTE can only be filled by a scalar. 

ancestor(x, scalar-attribute) ∧  slot(x, range, w, y) ⇒ scalar(y)

33. The range of a LITERAL-ATTRIBUTE can only be filled by a literal. 

ancestor(x, literal-attribute) ∧  slot(x, range, w, y) ⇒ literal(y)

34. If property y is one of PRECONDITION, EFFECT, HAS-PARTS, COMPONENT-RELATIONS, and 
COMPONENT-MODALITIES, then its filler z is a frame s the fillers of whose slots are only 
references.

slot(x, y, w, z) ∧  y ∈  {precondition effect has-parts component-relations component-
modalities}⇒ frame(z) ∧  ∀ t∀ v∃ u (slot(z, t, value, v) ∧  (slot(s, u, p, r) ∧  reference(v, slot(s, 
u, p, r))))

Note: this axiom is needed to define the class of ontological instances.

7.2 Fact DB

The knowledge required in a world model for ontological semantics includes not only an ontol-
ogy, as sketched above, but also records of past experiences, both actually perceived and reported,
depending on the application. The lingua mentalis equivalent of a text is an episode, a unit of
knowledge that encapsulates a particular experience of an intelligent agent, and which is typically
represented as a TMR, a temporally and causally ordered network of object and event instances.

The ontology and the episodes are sometimes discussed in terms of the contents of two different
types of memory: semantic and episodic (e.g., Tulving, 1985; in the philosophy of language, a
similar distinction is captured by the terms non-contingent and contingent knowledge—see Bar
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Hillel 1954). This distinction is reflected in ontological semantics by the opposition between con-
cepts, stored in the ontology, and their instances (episodes, facts), stored in the Fact DB. The pres-
ence of a systematic representation and indexing method for episodic knowledge is not only
necessary for processing natural language but is also an enablement condition for case-based rea-
soning (Kolodner and Riesbeck 1986, Kolodner 1984, Schank 1982) and analogical inference
(e.g., Carbonell 1983).

Instances in the Fact DB are indexed by the concept they correspond to and can be interrelated on
temporal, causal and other properties. The instances list only those properties of the correspond-
ing concepts that have been given actual fillers as a result of processing some textual input or co-
referential specification. The fillers in instances cannot be concepts; instead, they can be concept
instances, literal or scalar values or ranges and references to either other property slot fillers or to
even system-external elements, such as, for instance, URLs. The latter facility is useful when a
value is constantly changing, as, for example, is the exchange rate between two currencies. The
only facet allowed in instances for specifying a semantic filler is VALUE. Instance frame slots may
contain two additional facets—TIME-RANGE and INFO-SOURCE, both introduced in the BNF in
Section 7.1.1 above but used only in specifying the Fact DB. 

TIME-RANGE is used for truth maintenance, it marks the beginning and end of the time period, dur-
ing which the datum specified in a particular property is true. For example, informally, if I painted
my car blue three years ago and repainted it red yesterday, then the time-range for the property
blue of my car would start on that date three years ago and end yesterday. INFO-SOURCE is used to
record the source of the particular datum stored in the fact DB. One reason for having this facet is
that it is, in practice, very typical that some property of an object or an event is given different fill-
ers in different source texts (for example, people’s ages are habitually reported differently in dif-
ferent stories or newspapers). Since it may be necessary to record different timed values of
properties and different data sources, in the CAMBIO/CREST implementation of ontological
semantics, instance frames are allowed to have as many slots of the same name as there are differ-
ences in their fillers on either TIME-RANGE or INFO-SOURCE facets. An alternative solution would
have been to create a new instance for each unique combination of TIME-RANGE and INFO-SOURCE
fillers. 

Figures 25-27 show some typical facts from the Cambio/CREST Fact DB. 
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 Figure 25. An instance of INDIVIDUAL-SPORTS-RESULT in the CAMBIO/TIDES 
implementation of ontological semantics; this fact records Mi-Jin Yun’s gold medal in 
women’s individual archery.
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 Figure 26. The personal profile of Mi-Jin Yun in the CAMBIO/TIDES Fact DB.
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In early implementations, in contrast to ontological concepts, instances in Fact DB were given
both formal names (generated by appending a unique numerical identifier to their corresponding
concept name) and, optionally, names by which they could be directly referred to in the onomasti-
con (see Section 7.4 below). Thus, in the Spanish onomasticon, there was an entry Estados Uni-
dos de America that pointed to the named instance USA (aka NATION-213). In most later
implementations, the onomasticon of any language refers the appropriate name to NATION-213
directly. Thus, names of instances remain squarely within onomasticons. 

7.3 The Lexicon

In any natural language processing system, the lexicon supports the processes of analysis and gen-
eration of text or spoken language at all levels—tokenization (that is, roughly, lexical segmenta-
tion), part-of-speech tagging and morphological analysis, proper-name recognition, syntactic,
semantic and discourse/pragmatic analysis; lexical selection, syntactic structure generation and
morphological form generation. 

 Figure 27. This is what the CAMBIO/TIDES Fact DB knows about South Korea
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The lexicon for a given language is a collection of superentries which are indexed by the citation
form of the word or the phrasal lexical unit (set expression). A superentry includes all the lex-
emes which have the same base written form, regardless of syntactic category, pronunciation, or
sense. Each lexicon entry is comprised of a number of zones corresponding to the various types
of lexical information. The zones containing information for use by an NLP system are: CAT (lex-
ical category), ORTH (orthography—abbreviations and variants), PHON (phonology), MORPH (mor-
phological irregular forms, class or paradigm, and stem variants or “principal parts”), SYN
(syntactic features such as attributive for adjectives), SYN-STRUC (indication of sentence- or
phrase-level syntactic dependency, centrally including subcategorization) and SEM-STRUC (lexical
semantics, meaning representation). The following scheme, in a BNF-like notation, summarizes
the basic lexicon structure. Some additional information is added for human consumption in the
ANNOtations zone. 

superentry ::=
ORTHOGRAPHIC-FORM: “form”
({syn-cat}: <lexeme> * ) *

lexeme ::=
CATEGORY: {syn-cat}
ORTHOGRAPHY:

VARIANTS: “variants”*
ABBREVIATIONS: “abbs”*

PHONOLOGY: “phonology”*
MORPHOLOGY:

IRREGULAR-FORMS: (“form”
{irreg-form-name})*

PARADIGM: {paradigm-name}
STEM-VARIANTS: (“form” {variant-name})*

ANNOTATIONS:
DEFINITION: “definition in NL” *
EXAMPLES: “example”*
COMMENTS: “lexicographer comment”*
TIME-STAMP: {lexicog-id date-of-entry}*

SYNTACTIC-FEATURES: (feature value)*
SYNTACTIC-STRUCTURE: f-structure
SEMANTIC-STRUCTURE: lex-sem-specification

The following example illustrates the structure and content of the lexicon. The example shows not
a complete superentry but just the first verbal sense of the English lexeme buy:

buy-v1
cat v

morph stem-v bought v+past
        bought v+past-participle

anno def “when A buys T from S, A acquires possession of T previously owned
by S, and S acquires a sum of money in exchange”

ex “Bill bought a car from Jane”
time-stamp dha; 12-13-94 ;the acquirer and the date

syn syn-class trans + ;redundant with SYN-STRUC; may be
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;useful for some applications
syn-struc

root buy
subj root $var1

cat n
obj root $var2

cat n
oblique root from

cat prep
opt +
obj root $var3

cat n
 

sem-struc
buy

agent value ^$var1
sem HUMAN

theme value ^$var2
sem OBJECT

source value ^$var3
sem HUMAN

The above states that the verb buy takes a subject, a direct object and a prepositional adjunct, that
its meaning is represented as an instance of the ontological concept BUY; that the AGENT of the
concept BUY, which constitutes the meaning of the verb’s subject, is expected to be a HUMAN; that
the THEME of the concept BUY, which is the meaning of the verb’s direct object, can be any
OBJECT; and that the SOURCE of the concept BUY, which constitutes the meaning of the verb’s
prepositional adjunct, can be a HUMAN. 

The presence of variables ($varN) in the SYN-STRUC and SEM-STRUC zones of the lexicon is obvi-
ously intended to establish a kind of co-indexing. Indeed, it links syntactic arguments and
adjuncts of the lexeme (if any) with the case roles and other ontological properties that the mean-
ings (^$varN reads “the meaning of $varN”) of these syntactic arguments and adjuncts fill. 

The meaning of the lexeme is established separately. For most open-class lexical units, the speci-
fication of meaning involves instantiating and often constraining one or more ontological con-
cepts and/or values of parametrical elements of TMR (e.g., modality, style, aspect, etc.). The case
of buy-v1 is rather simple, as all the constraints from the ontological concept that forms the basis
of its meaning description will remain unchanged in the lexical meaning. To describe the meaning
of the English words acquire-v2 and acquire-v3, the senses used to refer to corporations buying
corporations, the ontological concept BUY will be used as well, but in both these cases, it will be
further constrained: 

acquire-v2
cat v

anno def “when company A buys company, division, subsidiary, etc. of company
T from the latter”

ex “Alpha Inc acquired from Gamma Inc the latter’s candle division”

syn-struc
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root acquire
subj root $var1

cat n
obj root $var2

cat n
oblique root from

cat prep
opt +
obj root $var3

cat n
 

sem-struc
buy

agent value ^$var1
sem corporation

theme value ^$var2
sem organization

source value ^$var3
sem corporation

acquire-v3
cat v
anno def “when company A buys company T”

ex “Bell Atlantic acquired GTE”
syn-struc

root acquire
subj root $var1

cat n
obj root $var2

cat n
sem-struc

buy
agent value ^$var1

sem CORPORATION
theme value ^$var2

sem CORPORATION
source value ^$var2.OWNED-BY

sem HUMAN

The constraints on the properties of BUY as used in the lexicon to specify the meaning of acquire-
v2 have been changed from the ontological concept to its occurrence in the lexicon entry. In
AGENT and SOURCE, HUMAN was replaced by CORPORATION. In THEME, OBJECT was narrowed
down to ORGANIZATION. This mechanism—allowing the lexical meaning in lexicon entries to be
specified using modified values of fillers in the concept that forms the basis of the meaning of the
lexeme—is an important capability that keeps the ontology as a language-independent resource,
while specifying lexical idiosyncrasies within the lexicon of a language. The alternative to this
solution would lead to a separate concept for specifying the meaning of acquire-v2 (and acquire-
v3, too) and consequently, to separate concepts for meanings of lexemes from different languages.
This would entirely defeat the goal of language-independent meaning specification, as it would
require establishing bilingual correspondences of meanings, essentially the same way as aseman-
tic transfer MT systems establish correspondences of strings in various languages, sometimes
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with further constraints of a syntactic nature. It is because of considerations such as the above that
we fail to recognize the merits of developing different ontologies for different languages (e.g.,
Vossen 1998). 

The above example illustrates an additional point. The SOURCE case role typically does not have a
syntactic realization. However, the ontological concept BUY that we use, again, economically, to
represent the meaning of acquire-v3, stipulates the presence of SOURCE and constrains it to
HUMAN. The meaning of acquire-v3 actually includes the (world knowledge) information about
the source: it is the stockholders or, generally, owners of the corporation that is the meaning of the
direct object of acquire-v3. The lexicon entry, correspondingly, lists this information, using the
dot notation to refer to the filler of the OWNED-BY slot of the frame for CORPORATION.

The attentive reader will have noticed by now that the above formulation of acquire-v3 leads to a
violation of a precept of ontological semantics, specifically, that instances in the basic TMR do
not contain those properties of the corresponding concept that are not overtly specified, either in
an input text or, in some applications, by a human user. If the information about the source prop-
erty is not mentioned, it should not be a part of the lexical entry. If it is mentioned, its value should
not be specified by reference, but rather directly as the meaning of an appropriate syntactic con-
stituent in the input text. The information in the SEM-STRUC zone of the above entry simply will
remain recorded in the ontology as the filler of the default facet of the property OWNED-BY, that is,
we will retain the capability of making the inference that companies are sold by their owners
should such inference (which will be licensed by the extended TMR) be called for by a reasoning
module of an application. 

There is an important reason why this information should be recorded in the ontology and not in
the lexicon. If it is recorded in the lexicon, as shown in the entry for acquire-v3 above, and an
input containing acquire has no explicit information about ownership, acquire will be assigned its
acquire-v3 sense and the TMR will have the OWNED-BY property filled not with an actual value
but rather with the potential, ontological filler for OWNED-BY of the THEME of BUY. Now, should
further input contain a direct mention of ownership, the procedure will have to substitute the new
filler for the old one. If, on the other hand, the information is recorded in the ontology, it will not
be instantiated in the TMR until an explicit mention of ownership in the input or if the application
calls for the use of information in the extended TMR. As a reminder for the reader, extended
TMRs contain those properties of the ontological concepts instantiated in the basic TMR that are
not explicitly mentioned in the input; whose fillers are listed in SEM and DEFAULT facets and are,
therefore, abductively defeasible. 

In the ontological concept BUY the ownership information that we discuss above is recorded as
follows:
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BUY
...
theme default commodity

sem object
source default theme.owned-by

sem human
relaxable-to organization

...

We will return to the important issue of the proper place for recording semantic constraints—the
ontology or the lexicon—in Section 9.1 below in the context of knowledge acquisition.

On the whole, all of the above examples were quite straightforward with respect to the linking
relations: the grammatical subject is a natural clue for agency; direct objects very often signal
themes, etc.74 The relations between the syntactic and the semantic information in the ontological
semantic lexicon can, however, be much more complicated. Thus, two values of the SYN-STRUC
zone may appear in a single entry, if they correspond to the same meaning, as expressed in the
SEM-STRUC zone of the entry (19); syntactic modification, as recorded in the SYN-STRUC zone,
may not yield a parallel semantic modification in the SEM-STRUC zone (20); the semantics of a
lexicon entry may be linkable to a component of the syntactic structure by reference rather than
directly (25). 

(19)     
big-adj1

cat adj
syn-struc 1 root $var1

cat n
mods root big

2   root big
cat adj
subj root $var1

cat n 
sem-struc

1 2 size-attribute
domain value ^$var1

sem physical-object
range value  > 0.75

relaxable-to  > 0.6 

In the above example, there are two subcategorization patterns, marked 1 and 2, listed in SYN-
STRUC. The former pattern corresponds to the attributive use of the adjective: the noun it modifies
is assigned the variable $var1, and the entry head itself appears in the modifier position. The latter
pattern presents the noun, bound to $var1, in the subject position and the adjective in the predica-
tive position. Once againm in the SEM-STRUC zone, instead of variables bound to syntactic ele-
ments, the meanings of the elements referred to by these variables (and marked by a caret, ‘^’) are
used. Thus, ^$var1 reads as ‘the meaning of the element to which the variable $var1 is bound.’

74. A version of LFG has been chosen as the syntactic framework to aid ontological semantics largely because it con-
centrates on the syntax-to-semantics linking; so that, for instance, we do not have to worry about the passive con-
struction rearranging the above clues.
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Among the constraints listed in the SEM-STRUC zone of an entry, are selectional restrictions (the
noun must be a physical object) and relaxation information, which is used for treatment of unex-
pected (‘ill-formed’) input during processing. 

Thus, an entry like the above should be read as follows:

• the first line is the head of the superentry for the adjective big (in our terminology, an ‘entry’ 
is a specification of a single sense, while the ‘superentry’ is the set of such entries); 

• the second line assigns a sense number to the entry within its superentry;
• next, the adjective is assigned to its lexical category;
• the first subcategorization pattern in the SYN-STRUC zone describes the Adj-N construction; 

the second subcategorization pattern describes the N-Copula-Adj construction;
• the SEM-STRUC zone defines the lexical semantics of the adjective by assigning it to the class 

of SIZE adjectives; stating that it is applicable to physical objects and that its meaning is a 
high-value range on the SIZE scale/property.

The two subcategorization patterns in the SYN-STRUC zone of the entry correspond to the same
meaning. There is an even more important distinction between this lexical entry and those for the
verbs buy and acquire. The meanings of entries for words that are heads of syntactic phrases or
clauses, that is, predominantly verbs and nouns, are typically expressed by instantiating ontologi-
cal concepts that describe their basic meaning, with optional further modification, in the lexicon
entry itself, by either modifying property values of these concepts or introducing additional, often
parametric, meaning elements from the ontology. In the case of modifiers—mostly adjectives and
adverbs—the meaning is, in the simplest case, expressed by the filler of a property of another con-
cept, namely, the concept that forms the basis for the meaning specification of the modifier’s syn-
tactic head. Thus, in the entries for the verbs, the concepts that form the basis of specifying their
meanings appear at the top level of the SEM-STRUC zone. In the entries for modifiers, such as big,
the reference to the concept that is, in fact, the meaning of big, is introduced as the value of the
domain of the property SIZE-ATTRIBUTE that forms the basis of the meaning of big. This distinc-
tion is further marked notationally: in the verb entries the main concept refers to the syntactic con-
stituent corresponding to the lexeme itself; in the entries for modifiers, the main concept refers to
the syntactic constituent marked as $var1, the head of the modifier.

In the lexicon entries, the facet VALUE is used to refer to the meanings of the syntactic constituents
mentioned in the SYN-STRUC zone, while the ontology provides the semantic constraints (selec-
tional restrictions—see Section 8.2.2 below), recorded in the DEFAULT, SEM and RELAXABLE-TO
facets of its concepts; as was already shown, these constraints may be modified during the specifi-
cation of the lexical meaning. 

(20)     
good-adj1 

cat  adj
syn-struc 

1 root $var1
cat n
mods root good

2   root $var0
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cat adj
subj root $var1

cat n 
sem-struc

modality type evaluative
value value > 0.75

relaxable-to > 0.6
scope ^$var1
attributed-to *speaker*

The meaning of good is entirely parametrized, that is, the sem-struc zone of its entry does not con-
tain any ontological concept to be instantiated in the TMR. Instead, the meaning of good is
expressed as a value of modality on the meaning of the element that good modifies syntactically.
The meaning of good is also non-compositional (see Section 3.5.2-3) in the sense that it deviates
from the usual adjectival meaning function of highlighting a property of the noun the adjective
modifies and—in a typical case—assigning a value to it. 

The meaning of good presents an additional problem: it changes with the meaning of the noun it
modifies. This phenomenon is often referred to as plasticity (see Marx 1983; Raskin and Niren-
burg 1995). We interpret good in a sentence like (21) as, essentially, (22). We realize that, in fact,
good in (21) may have a large variety of senses, some of which are illustrated in the possible con-
tinuations of (21) in (23). Obviously, good may have additional senses when used to modify other
nouns (24).

(21)     This is a good book.
(22)     The speakers evaluates this book highly.
(23)     ...because it is very informative.

...because it is very entertaining.

...because the style is great.

...because it looks great on the coffee table.

...because it is made very sturdy and will last for centuries.
(24)     This is a good breadmaker.

He is a good teacher.
She is a good baby.
Rice is good food.

In each case, good selects a property of a noun and assigns it a high value on the evaluation scale
associated with that property. The property changes not only from noun to noun but also within
the same noun, depending on the context. The finest grain-size analysis requires that a certain
property of the modified noun is contextually selected as the one on which the meaning of the
noun and that of the adjective is connected. This is what many psychologists call a ‘salient’ prop-
erty. 

Now, it is difficult to identify salient properties formally, as is well known, for instance, in the
scholarship on metaphor, where salience is the determining factor for the similarity dimension on
which metaphors (and similes) are based (see, for instance, Black 1954-55, 1979; Davidson 1978;
Lakoff and Johnson 1980, Lakoff 1987; Searle 1979; on salience, specifically, see Tversky and
Kahnemann 1983). It is, therefore, wise to avoid having to search for the salient property, and the
hypothesis of practical effability for MT (see Section 9.3.6 below) offers a justification for this.
What this means, in plainer terms, is that if we treat the meaning of good unspecified with regard
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to the noun property it modifies, there is a solid chance that there will be an adjective with a
matching generalized, unspecified meaning like that in the target language as well.

In the extant implementations of ontological semantics, the representation solution for good, as
illustrated in the entry, deliberately avoids the problem of determining the salient property by
shifting the description to a coarser grain size, that is, scoping not over a particular property of an
object or event but over an entire concept. This decision has so far been vindicated by the expec-
tations of the current applications of ontological semantics—none so far has required a finer grain
size. In MT, for example, this approach “gambles” on the availability across languages of a “plas-
tic” adjective corresponding to the English good—in conformance with the principle of practical
effability that we introduce in the context of reducing polysemy (see Raskin and Nirenburg 1995
and Section 9.3.5 below). 

Note that the issue of plasticity of meaning is not constrained to adjectives. It affects the analysis
of nominal compounds and indeed makes it as notoriously difficult as it has proven to be over the
years. In fact, analyzing nominal compounds, e.g., the IBM lecture, is even more difficult than
analyzing adjectival modification because in the former case there is no specification of any prop-
erty on which the connection can be made, even at the coarse grain size that we use in describing
the meaning of good. Indeed, IBM may be the filler of the properties OWNED-BY, LOCATION,
THEME as well as many others (cf. Section 8.2.2, especially examples 42-44, below). 

Returning to the issues of linking, we observe that non-compositional adjectives also include also
include temporal adjectives, such as occasional (see below) as well as Vendler’s (1968) classes
A5-A8 of adjectives that “ascribe the adjective... to a whole sentence.”

(25)     
occasional-adj1 

cat adj
syn-struc

root $var1
cat n
mods root occasional

sem-struc
^$var1.agent-of

aspect phase b/c/e
iterationmultiple

The concept introduced in the SEM-STRUC zone of this entry corresponds neither to the lexeme
itself nor to the noun the latter modifies syntactically. Rather, it introduces a reference to the
EVENT concept of which the meaning of the modified noun is AGENT. 

The next example is even more complex and provides a good example of the expressive power of
ontological semantics. There is no ontological concept TRY or, for that matter, FAIL or SUCCEED.
The corresponding meanings, when expressed in natural language, are represented parametrically,
as values of the epiteuctic modality (see Section 8.5.3 below). 
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try-v3

syn-struc
root try
cat v
subj root $var1

cat n
xcomp root $var2

cat v
form OR infinitive gerund

sem-struc
set-1 element-type refsem-1

cardinality >=1
refsem-1 sem event

agent ^$var1
effect refsem-2

modality
type epiteuctic
scope refsem-2
value < 1

refsem-2 value ^$var2
sem event

The SEM-STRUC zone of the above example is interpreted as follows. SET-1 consists of one or
more events whose properties are presented using the internal co-reference device REFSEM. This
device, to which we referred in the section on ontology as reification, is necessary in the lexicon
for the same reason: because property fillers in the format of our ontology must be strings or ref-
erences in the dot notation. In other words, if these strings refer to concepts, then no properties of
these concepts can be constrained in the fillers. So, the REFSEM mechanism is needed to reify the
concept that would serve as a filler and constrain its properties in the free-standing specification
of the concept instance in the TMR. The agent of each of the events in SET-1 is the meaning of the
subject of the input sentence, essentially, the entity that does the trying. These events have an
effect that is the meaning of the XCOMP in the source text and that must be an EVENT (once again,
we must reify the filler of effect because it has a property of its own, being an EVENT). The mean-
ing of try includes the idea that the event that was attempted was not achieved. This is, as men-
tioned above, realized in ontological semantics parametrically as a value on the epiteuctic
modality. It scopes over the desired effect of the agent’s actions and its value, < 1, records the lack
of success.

To further clarify the meaning of try, as represented in the above entry, let us look at the sentence
I tried to reach the North Pole. In it, try is used in the sense described above and has the following
meaning:

• the agent performs one or more actions that are not specified in the sentence;
• each of these actions (all of them, in reality, complex events) have the event of reaching the 

North Pole as their EFFECT; 
• the epiteuctic modality value states that the goal is not reached (that is, the speaker has not 

reached the North Pole).

Our philosopher colleagues may object at this point that the example above does not necessarily
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imply the failure of each of the attempts and quote a sentence like I tried and, moreover, suc-
ceeded in reaching the North Pole as a counterexample. Leaving aside the marginal acceptability
of such a sentence (nobody talks like that unless one deliberately wants to make a humorous effect
through excessive pedantry), this sentence should be actually characterized as a repair, that is I
tried, no, actually, I succeeded in reaching the North Pole. Moreover functions as a mark to can-
cel the meaning of the beginning of the sentence, similarly to the way but does in I tried to reach
the North Pole several times but succeeded only once. A different way of expressing the same
position on the issue is to say that the meaning of succeed automatically subsumes any attempts to
succeed, thus making a mention of those attempts redundant. What is at issue is, of course, simply
how to define the meaning of try—as allowing for successful attempts or not—and the argument
we have presented supports the latter choice. 

We have established so far that the meaning of a lexeme can be represented as an ontological con-
cept, as the property of an ontological concept or as the value of a parameter, that is, in a manner
unrelated to any ontological concept other than the name of the parameter. This does not exhaust
all the possibilities. Thus, many closed-class lexemes enjoy special treatment: personal pronouns,
determiners, possessives and other deictic elements, such as here or now, as well as copulae are
treated as triggers of reference-finding procedures; some conjunctions may introduce discourse
relations in the TMR; numerals and some special adjectives, e.g., every and all, characterize set
relations. Of course, the emphasis in ontological lexical semantics is on open-class lexical items.

7.4 The Onomasticon

Nouns can be common (table, sincerity) or proper (World War II, Mr. Abernathy). The common
nouns are listed in the lexicon, where their meanings are typically explained in terms of the onto-
ogy. Proper nouns, or names, in ontological semantics are listed in the onomasticon, where their
meanings are explained in terms of both the ontological categories to which they belong, and facts
from the Fact DB to which they refer. Each such fact is, by definition, an instance of an ontologi-
cal concept. Therefore, entries in the onomasticon name instances—specific and unique objects
and events, not their types. For example, the Toyota Corolla with the Indiana license plate
45G9371 is an instance. But Toyota Corolla is a class of all the instances of this particular model
of this particular car make and as such is not listed in the onomasticon but rather in the ontology.
However, Toyota will be listed in the onomasticon because it refers to the name of a unique corpo-
ration, say, CORPORATION-433, in the Fact DB. Similarly, Passover 2000 is an instance of an
event, while Passover is a concept.

In the CAMBIO/CREST implementation of ontological semantics, the phrasal entry United States
of America is listed in the onomasticon as NATION and refers to Fact DB element NATION-213. In
the case of proper names, the extended TMR is obtained by including information about it from
the Fact DB, in addition to its ontological information. Thus, an input text might just mention the
name (or alias, such as USA or US of A) of the phrase, but its extended TMR will include both
information and NATION (see Figure 28) and NATION-213 (FIGURE 29).
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 Figure 28. The ontological concept NATION, a view of the inheritance paths from the root of the ontology and 
a partial view of the properties of the concept.
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Ontological concepts used in categorizing entries in the onomasticon are given in Table 13:

Table 13: Ontological Concepts Used in Onomasticon

Animate Name of a living being (human, animal, plant or imaginary character like Zeus 
or Bucephalus)

Organization Name of an organization, real (e.g., Toyota Corp., U.S. Senate, NATO, The US 
Republican Party, Harvard University, McDonald’s) or imaginary (e.g., RUR)

Time-period Name of an event, e.g., Christmas 2000 or a period, e.g., The Middle Ages

Geographi-
cal-Entity

Name of a geographical entity: river, valley, mountain, lake, sea, ocean, astro-
nomical entity, etc. May contain a common noun identifying some geographi-
cal feature contained within a geographic name, such as valley, mount, etc. 
(The Mississippi, The Mississippi River)

 Figure 29. A partial view of the fact UNITED STATES OF AMERICA. 
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8.  Basic Processing in Ontological Semantic Text Analysis
Text analysis is only one of the processes supported by ontological semantics, albeit a central one.
An ontology replete with the representations of complex events and objects can also support rea-
soning in such applications as information extraction, question answering and advice giving. The
various applications differ in the measure in which text should be processed in them, from full
coverage in MT to spot coverage in IE and summarization to, possibly, no text analysis in plan-
ning applications. 

The proclaimed goal of ontological semantics as applied to text analysis is to input a text and out-
put a formal expression which is declared to be its meaning representation. This process requires
many diverse knowledge sources. This means that building ontological-semantic analyzers and
generators may take longer than NLP applications that use other methods. One must bear in mind,
however, that no task that requires generation of representations can completely bypass the need
for compiling extensive knowledge sources. It is only when no representations are sought can
modules even consider relying on purely corpus-based statistical methods as the backbone of pro-
cessing (cf. Section 2.6.2.1 above). 

In this chapter, we present the process of text analysis in ontological semantics. We will remain at
the conceptual level and will not go into the details and issues related to potential or actual imple-
mentations of these processes. In other words, for each process we will describe the task that it
performs, specify its input and output data and the requirements this processing module imposes
on static knowledge sources in the system, such as lexicons or the ontology. We will pay special
attention to the issue of potential failure of every processing module and ways of recovering from
such failures. 

8.1 Preprocessing

While ontological semantics concentrates on the issues of meaning, no serious NLP application
can afford to avoid dealing with non-semantic processing, such as morphology or syntax. The out-
put of these modules provides input and background knowledge to the semantic modules of any
ontological-semantic application. 

8.1.1  Tokenization and Morphological Analysis
Input text comes in many guises: as plain text or as text with some kind of mark-up, such as
SGML, HTML or XML (see Figures 1 and 2). Text, for instance, some newspaper headlines, may
come in all-caps. Some languages, for instance Chinese or Hebrew, do not have the distinction
between capital and lower-case letters. Languages vary in their use of punctuation: for example,
Spanish uses inverted exclamation marks at the beginning of exclamatory sentences. Languages
use different means of rendering dates, e.g., May 13, 2000 and the thirteenth of May, 2000 and
numbers (for example, Japanese breaks numbers into units of 10,000 and not 1,000, as most Euro-
pean languages) as well as acronyms, e.g., pur for pursuit, Mr. for Mister and UN for United
Nations). An NLP system must recognize all this material and present it in a standardized textual
form. The module responsible for this functionality is often called the tokenizer. 
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The next stage in preprocessing is morphological analysis of the results of tokenization. A mor-
phological analyzer accepts a string of word forms as input and for each word form outputs a
record containing its citation form and a set of morphological features and their values that corre-
spond to the word form from the text. (A number of detailed descriptions of approaches to mor-
phological analysis exist, e.g., Sproat 1992, Koskenniemi 1983, Sheremetyeva et al. 1998,
Megerdoomian 2000). 

Both the tokenizer and the morphological analyzer rely on static resources:

• “ecological” rules for each language that support tokenization (one example of this would be 
to understand a sequence of a number followed by a period (.) in German as an ordinal 
numeral, e.g., 2. means zweite, ‘second’) and

• morphological declension and conjugation paradigms (e.g., all the possible sets of forms of 
French verbs, indexed by the value of corresponding features), morphophonological 
information about stem alternations, and other types of knowledge needed to produce a 
record, such as {“vendre, Past Indefinite, Third Person, Singular”} from the word form 
vendait.

As usual in NLP, there is no guarantee that the static knowledge sources are complete—in fact,
one can practically guarantee that they will be incomplete at any given time! In addition, the set of
processing rules can contain omissions, ambiguities and errors. For example, the German tokeni-
zation rule above will fail when the symbol 2 is put at the end of a sentence. The rule will tokenize
the input sequence 2. as <number-ordinal second> while the correct tokenization may, in fact, be
<number: 2> <punctuation: period>.

<!-- Yahoo TimeStamp: 950652115 -->
<b>Tuesday February 15  5:01 PM ET</b>
<title>'American Beauty' Leads Oscar Nods</title>
<h2>'American Beauty' Leads Oscar Nods</h2>
<!-- TextStart -->

<p><font size ="-1"><i>By DAVID GERMAIN AP Entertainment Writer </i></font><p>BEVERLY HILLS, Calif. (AP) - The 
Oscars embraced dysfunction and darkness Tuesday, bestowing a leading eight nominations on the suburban burlesque 
"<a href="http://movies.yahoo.co/ shop?d=hv&cf=info&id=1800018623">American Beauty</a>'' and honoring movies about 
abortion, death row and the tormented souls of the dead.<p>The top nominees included "<a href="http://movies.yahoo.com/
shop?d=hv&cf=info&id=1800025331">The Cider House Rules</a>'' set in a combination orphanage and abortion mill;
"<a href="http://movies.yahoo.com/shop?d=hv&cf=info&id=1800019665">The Sixth Sense</a>'' about
a boy from a broken home who can see ghosts; and 
"<a href="http://movies.yahoo.com/shop?d=hv&cf=info&id=1800025551">The Green Mile</a>'' about the bonds between prison 
guards and condemned men.<p>Those four movies, along with ``<a href="http://movies.yahoo.com/
shop?d=hv&cf=info&id=1800025632">The Insider</a>'' a film about a
tobacco industry whistle-blower, were nominated for best picture.<p>The top acting categories also were heavy on family dys-
function.<p>The best-actor candidates included 
<a href="http://search.yahoo.com/bin/search?p=Kevin%20Spacey">Kevin Spacey</a> in "American
Beauty'' as a dad who blackmails his boss, smokes pot with a son kid and flirts with his daughter's
cheerleading friend.
<!-- TextEnd -->

 Figure 30. A document with HTML encodings. Only a part of this material must be processed by an NLP 
system. 
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Morphological analyzers often produce ambiguous results that cannot be disambiguated without
some further, syntactic or even semantic processing. For instance, if the English string books is
input to a morphological analyzer, it will, correctly, produce at least the following two variants:
“book, Noun, Plural” and “book, Verb, Present, Third Person, Singular.” Of course, there will also
be errors due to the incompleteness of static knowledge; processing rules can be insufficiently
general or, on the contrary, too generalizing. While unknown words (that is, words not in the sys-
tem’s lexicon) can be processed by some morphological analyzers, there is no protection against
spelling errors (unless an interactive spell-checker is integrated in the system). This situation will
bring additional problems at the lexical look-up stage. 

Improvement of tokenization and morphological analysis is obtained through manual correction
of the static resources as well as through integration of additional tools, such as spell-checkers and
methods for treating unexpected input (see Section 8.4.3 below). 

8.1.2  Lexical Look-up
Once the morphological analyzer has generated the citation forms for word forms in a text, the
system can look them up in its lexicons, including the onomasticon for names, and thus activate
the relevant lexical entries. These lexical entries contain, as the reader knows by now, a variety of
types of information, including information concerning syntax and lexical semantics, but also
morphology. The latter information is used to double-check and, if necessary, help to disambigu-
ate the results of morphological analysis. 

Lexical look-up can produce wrong results for misspellings and fail to produce results for both
misspellings and bona fide words that are not in the lexicon. For example, many English texts
may have Latin (exeunt), French (frisson), German (Angst), Spanish (paella), Italian (dolce), Rus-
sian (perestroika) and other words, not all of which would have been accepted as English words
and therefore listed in a typical English lexicon. Still more problematic are proper names. Even if

‘American Beauty’ Leads Oscar Nods

By DAVID GERMAIN AP Entertainment Writer 

BEVERLY HILLS, Calif. (AP) - The Oscars embraced dysfunction and darkness Tuesday, bestowing a leading eight
nominations on the suburban burlesque ``American Beauty'' and honoring movies about abortion, death row and the
tormented souls of the dead.

The top nominees included ``The Cider House Rules'' set in a combination orphanage and abortion mill; ``The Sixth
Sense'' about a boy from a broken home who can see ghosts; and ``The Green Mile'' about the bonds between prison
guards and condemned men.

Those four movies, along with ``The Insider'' a film about a tobacco industry whistle-blower, were nominated for best
picture. The top acting categories also were heavy on family dysfunction.

The best-actor candidates included Kevin Spacey in ``American Beauty'' as a dad who blackmails his boss, smokes
pot with a neighbor kid and flirts with his daughter's cheerleading friend.

 Figure 31. The text from Figure 1 that will undergo NLP.
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large onomasticons are built, one can be virtually certain that many names will not have been col-
lected there. In some cases, there will be ambiguity between proper and common readings of
words—the name Faith, when starting a sentence, will be ambiguous with the common reading of
the word. Additional difficulties will be brought about by multi-word lexical units, both set
phrases (there is) and words with discontinuous components (look up). Conversely, some words
are compound, spelled as a single word (legroom, spatiotemporal) or hyphenated (well-known).
One cannot expect to find all of them in the lexicon. Indeed, listing all such entities in the lexicon
may not be an option. If a word is not attested in the lexicon, one recovery procedure is to hypoth-
esize that is compound and to attempt to look up its components. However, at least for Swedish,
as reported by Dura (1998), serious difficulties exist for automatic resolution of compounds,
which means that the lexicons for Swedish (and, most probably, other compounding languages,
such as Hungarian) will have to include the compounds, thus complicating lexical acquisition. 

There are two basic ways of dealing with the failures of lexical look-up. First, a system may insist
that all unknown words be checked manually and either corrected (if they were misspelled) or
added to the lexicon. Second, a system of dealing with unknown words can be built that not only
processes compounds but also carries out all the processing that is possible without knowing the
stem or root of the word in question (for instance, guessing morphological features, often the part
of speech and other syntactic properties but never the meaning). For example, in the Mikrokos-
mos implementation of ontological semantics, unknown words are treated very casually—all of
them are assigned the part of speech Noun and their meaning is constrained trivially: they are
declared to be children of the root ontological concept ALL, which amounts to saying that they
carry no meaningful semantic constraints. Remarkably, even this simplistic treatment helps (see
Beale et al. 1997 for details). 

8.1.3  Syntactic Analysis
The task of syntactic analysis in ontological semantics is, essentially, to determine clause-level
dependency structures for an input text and assign syntactic valency values to clause constituents
(that is, establish subjects, direct objects, obliques and adjuncts). As it is expected that the results
of syntactic analysis within ontological semantics never constitute the final stage of text process-
ing, it has an auxiliary status in the approach. One corollary is that in ontological semantics work
on optimization of syntactic parsing is not a high priority. 

At the same time, ontological semantics does not dismiss syntactic knowledge out of hand, as was
done in early computational semantics (cf. Schank 1975, Wilks 1972). While those authors chose
to concentrate on proving how far “pure” semantic approaches can take text analysis, we believe
in basing text analysis on as much knowledge as is possible to obtain, from whatever source. Syn-
tactic analysis is supported by a syntactic grammar and syntax-related zones (SYN-STRUC—see
Section 7.2 above) of the lexicon entries. In addition, the ontological-semantic lexicon supports
syntax-to-semantics linking, mapping between syntactic valencies and semantic case roles. 

Just as with other modules (and other syntactic analysis systems), syntactic analysis can fail due
to a lack of complete coverage or errors in either grammar or lexicon or both, resulting in inappro-
priate input sentence chunking, incorrect syntactic dependencies, mislabeling of constituent heads
and outright failures to produce output. An additional reason for this latter eventuality may be the
ill-formedness of an input text.
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Besides, realistic grammars are typically ambiguous, which leads to production of multiple syn-
tactic readings, in which case a special ranking function must be designed and built for selecting
the best candidate. Fortunately, within ontological semantics, one can defer this process till after
semantic analysis is under way—in many cases semantic constraints will impose enough prefer-
ences for the correct choice to be made. At no time will there be a declared goal of selecting the
“most appropriate” syntactic reading for its own sake. The ultimate goal of ontological semantics
is producing text meaning representations using all available means. Semantic resources and pro-
cessors are, naturally, a central component of such a system, and they should not be misused by
applying them to determining the best out of a candidate set of syntactic readings of some input.
Rather, they can be expected to help at least with some types of the abovementioned failures. 

Thus, example sentence (1), repeated below as (26), shows a syntactic irregularity in that the tense
of expect should agree with that of say (the “sequence of tenses” rule in English) and be Past
rather than Present. No syntactic repair will be necessary, however, because the semantic compo-
nent of ontological semantics will not process expects as a tensed element but will assign its
meaning to a timeless modality. In fact, one can probably speculate that this “deverbed” status of
expects in the sentence allows for this syntactic laxness in the first place. 

8.2 Building Basic Semantic Dependency

In Chapter 7, we illustrated, on the example of (1), repeated here as (26), the basic processes
involved in generating TMRs. 

(26)     Dresser Industries said it expects that major capital expenditure for expansion of U.S.
manufacturing capacity will reduce imports from Japan.

The initial big step in semantic analysis is building basic semantic dependencies for the input text.
Proceeding from the lexical, morphological and syntactic information available after the prepro-
cessing stage for a textual input, on the one hand, and an empty TMR template, on the other, we
establish the propositional structure of the future TMR, determine the elements that will become
heads of the TMR propositions, fill out the property slots of the propositions by matching case
role inventories and selectional restrictions on sets of candidate fillers. In this section, we will fol-
low the flow chart in Figure 32 in describing the various processes involved in ontological seman-
tic text analysis. 
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8.2.1  Establishing Propositional Structure
(26) contains three syntactic clauses. A syntactic clause generally corresponds to a TMR proposi-
tion. A TMR proposition is the representation of a single predication, most commonly, an event
instance. No TMR is well-formed if it does not contain at least one proposition. A TMR proposi-
tion is represented essentially as a template that combines a specification of the basic semantic
dependency structure consisting of a head and its properties as well as such parameterized mean-
ing components as aspect, time, modality, style and others. The boundary between parameterized
and non-parameterized meaning will fluctuate with different implementations of ontological
semantics. Different decisions concerning parameterization of meaning components will result in
differences in the size and the content of the ontologies and lexicons involved (see Section 6.3
above). 

It might appear paradoxical, then, that the TMR for (26) involves six, not three propositions (see
18). This means that no one-to-one correspondence exists between syntactic clauses and TMR
propositions. There are six propositions in (26) because the SEM-STRUC zones of exactly six lexi-
cal entries contain ontological event instances. This is the simplest of the possible heuristics for
establishing the propositional structure. In the case of (26), it was sufficient. As a result of the
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 Figure 32. A Schematic view of the processes involved in the semantic analysis of text in 
ontological semantics. 



Page 214

decision to establish six propositions, six propositional templates are instantiated in the TMR
working space, with the heads of the propositions filled by the six event instances and the rest of
the property slots yet unfilled. It would have been easier to formulate the above heuristic in mor-
phosyntactic rather than ontological terms: that a proposition should be instantiated in the TMR
working space for each verb in the source text. Unfortunately, there is no isomorphism between
syntactic verbs and semantic event instances. Indeed, there are four verbs in (26), say, expect,
manufacture and reduce, but they engender only three propositions because, in our definition of
TMR, the meaning of expect is parametrical. The other three propositions are engendered by
nouns in (26), namely, those whose semantics is described by event instances: expenditure, expan-
sion and import. 

The choice of propositional structure can be complicated by the fact that some SEM-STRUCs can
contain more than one event instance, e.g., the lexicon entry for the English fetch contains GO and
BRING. This lexicon entry will engender two propositions in the TMR. In addition, ambiguity
between word senses involving event instances and senses of the same word not involving them is
a routine occurrence, especially in English, where virtually every noun can convert to a verb, e.g.,
book, table, floor, etc. 

In practice, establishing propositional structure of natural language input proceeds by determining
semantic dependencies among elements of input at different levels. Semantic dependencies are
represented by having the dependent elements as fillers of slots in the governing elements. For
example, OBJECT property values depend on OBJECT instances, OBJECT instances on EVENT
instances in which they fill case roles, etc. 

Once such basic dependencies are established, the remaining candidates for proposition headship
are checked for whether their meanings are parametric, that is, whether they should be recorded
not as proposition heads but rather as values of aspect, time, modality or other parameters inside
the representation of propositions or TMRs. Once such parametric entities are accounted for, all
remaining entities are declared heads of TMR propositions. We expect that such remaining mate-
rial will include event instances and, more seldom, object instances. When such “free-standing”
object instances are present, they become heads of propositions where the predication may be on
a property value, as in (27), where this is established through syntactic clues) or, if there is no syn-
tactic predication in the input, as in (28), with the implied meaning of existence. A special and
interesting case is when the predication has the meaning of co-reference, which will be treated as
illustrated in (29).

(27)     The car is blue
(28)     The blue car
(29)     My son John is a teacher.

(27) and (28) get the same propositional structure, where the head of the proposition is the con-
cept instance evoked by car, and BLUE is the (literal) filler of the property COLOR defined for CAR
as a descendant of PHYSICAL-OBJECT. The difference in meaning between (27) and (28) is cap-
tured by the value of a parameter, the saliency modality, that is used in ontological semantics to
deal with the phenomenon of focus, scoping over the filler of the slot COLOR in (30) and CAR in
(31). (31) also illustrates how TMR treats existential quantification. 
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(30)     
car-i

color value blue

modality-1
type saliency

scope car-i.color
value 1

(31)     
car-i color value blue

modality-1
type saliency

scope car-i
value 1

The index i means the i-th instance of the concept CAR in the TMR whose existence is posited. An
object instance is assigned the head position in a TMR proposition as a stand-in in the absence of
any event instances among the meanings of the clause constituents.75 The corresponding rule for
proposition head selection is, then: if one of the two open-class lexical entries in the input stands
for an object and the other for its property, and there is no event involved, the object gets elevated
to proposition headship. 

The meaning (29) is represented as follows.

(32)     
human-j

name value John

son-of-k
domain value *speaker*
range value human-l

teacher-m
co-reference-n human-j human-l teacher-m 

Ontological description allows one to avoid introducing the separate concept TEACHER and
instead refer to it always as the habitual agent of the event TEACH. Should such a decision be taken
(and in the Mikrokosmos implementation of ontological semantics it was, in fact, not—see Sec-
tion 7.1.5 above), the TMR would be as follows:

75. If the input were John bought a blue car, the lexical entry for buy (see Section 7.2 above) would instan-
tiate the ontological event BUY, and that instance would assume the headship of the corresponding TMR
proposition, obviating the need to elevate an object instance to proposition headship. The logic behind
this decision is to avoid using dummy events as heads in TMR propositions. This desire is similar in
motivation, though different in content, to Fillmore’s (1968) proposal of elevating non-nominative cases
to the Subject position in the absence of a more legitimate filler for the latter, thus making syntactic rep-
resentations of sentences like The door opened similar to those for sentences like John opened the door. 
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(33)     
human-j

name value John

son-of-k
domain value *speaker*
range value human-l

teach-m
aspect

iteration multiple

co-reference-n human-j human-l teach-m.agent 

where the values of the properties of the aspect parameter carry the meaning of habituality. 

There is no event instance involved in (29). This is similar to the cases (27) and (28). However, in
(27) and (28) there is only one candidate for head. In the current case, there is no evidence in the
input for selecting a single head from among the two OBJECT instances evoked by the words
teacher and John or the relation instance evoked by the word son. Therefore, we posit that all
three become heads of three (eventless) propositions, with the semantics of existential quantifica-
tion. This outcome is predetermined by the fact that there is no way in which any one of the three
elements can be “folded” into any other as a value of one of its properties—in contrast with the
situation with events present, when instances of objects and relations are accounted for by filling
the property slots of events, thus obviating the need to treat them as heads.

8.2.2  Matching Selectional Restrictions
The input to this stage of processing consists of the results of syntactic analysis of input and of the
lexical look-up. For example, for the sentence (34), the results of syntactic analysis are in (35),
while the results of the lexical look-up relevant to semantic dependency building are summarized
in (36). In the specification of the lexical entries, direct use is made of the ontological concepts.
(37) illustrates the relevant properties of the concept we need to use in explaining the process of
matching selectional restrictions. 

(34)     John makes tools
(35)     
root  manufacture

cat  verb
tense present
subject 

root john
cat noun-proper

object
root  tool
cat noun
number plural

(36)     
make-v1



Page 217

syn-struc
root make
cat v
subj root $var1 

cat n
object root $var2 

cat n

sem-struc
manufacturing-activity

agent value ^$var1
theme value ^$var2

John-n1
syn-struc
root john
cat n-proper
sem-struc
human

name value john
gendervalue male

tool-n1
syn-struc

root tool
cat n

sem-struc
tool

(37)     
manufacturing-activity

...
agent sem human
theme sem artifact
...

The lexicon entry for make establishes that the meaning of the syntactic subject of make is the
main candidate to fill the AGENT slot in MANUFACTURING-ACTIVITY, while the meaning of the
syntactic object of make is the main candidate to fill the THEME slot. The lexicon entry for make
refers to the ontological concept manufacturing-activity without modifying any of its constraints
in the lexicon entry. This states that the meaning of its subject should be constrained to any con-
cept in the ontological subtree with the root at the concept HUMAN; and the meaning of its object,
to an element of the ontological subtree rooted at ARTIFACT. These constraints are selectional
restrictions, and the lexicon entries for John and tool satisfy them. 

Because the meanings of John and tool have been found to be dependent on the meaning of make,
the semantic analyzer establishes that the instance of the event MANUFACTURING-ACTIVITY, listed
in the lexicon as the semantic representation of the first sense of make, must be considered as the
head of the proposition. As there is no other remaining material in the input, this is the only prop-
osition. 
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Selectional restrictions in ontological semantics are used at all levels of building semantic depen-
dencies—not just between predicates and their arguments but also between all the other pairs of
governing and dependent elements in the input. In particular, adverbial meanings are folded into
verbal (38) or adjectival (40) meanings, and meanings of nominal modifiers, including adjectives
(39) and other nouns (41), are folded into that of the heads of noun phrases. 

(38)     John makes tools quickly
(39)     John makes expensive tools
(40)     John makes very expensive tools
(41)     John makes power tools.

Unlike in the case of predicate-argument selectional restrictions, where, as we could see, the input
offers both syntactic and semantic clues for matching, in the case of other modification, the sys-
tem must rely only on semantics in deciding to which of the properties of the governing concept it
must add a filler corresponding to the semantics of the modifier. Thus, in (39) above, it is only the
meaning of the adjective that makes it a candidate filler for the COST property of the concept
instrument while in John makes large tools the adjective will be connected on the property SIZE,
while the syntax remains the same for both. As meanings of nouns typically do not correspond to
properties, in cases like (41), even this clue is not available. This is the reason why the problem of
nominal compounding is so confounding in English: the IBM lecture in (42) can mean a lecture
given by IBM employees, a lecture sponsored by IBM, a lecture about IBM, a lecture given at
IBM as well as many other things, which means that in different contexts the connection of IBM
to lecture occurs on different properties (cf., e.g., Finin 1980, Isabelle 1984). 

(42)     The IBM lecture will take place tomorrow at noon 
In such cases there are several courses of action for the system to take, all costly. First, the system
can look for prior co-occurrence of the meanings of IBM and lecture in the TMR, establish how
they are connected and use this knowledge in resolving the current occurrence. If an antecedent is
found, information in it may serve to disambiguate the current input. Thus, the information in the
first sentence of (43) suggests that in the second sentence, IBM should be connected to lecture
through the latter’s LOCATION property. Of course, the heuristics for such disambiguation are
error-prone, as, for instance, in the garden path case of (44).

(43)     John went to the IBM facility to give a lecture. The IBM lecture started at noon. 
(44)     IBM sponsored a series of lectures on early computer manufacturers. Naturally, the IBM

lecture was the most interesting.

8.2.3  Multivalued Static Selectional Restrictions
If the above lexical entry for make is used, (45) will violate selectional constraints, in that gorillas
are not humans and, according to the lexical and ontological definition above (36, 37), are unsuit-
able as fillers for the AGENT slot of MANUFACTURING-ACTIVITY.76

(45)     The gorilla makes tools.
We know, however, that (45) is meaningful. To account for this, we must modify the knowledge
sources. There are two ways in which this can be done. One could do this locally, in the lexicon
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entry for move in (36), by changing the filler for the AGENT property to PRIMATE. It is preferable,
however, to initiate this modification in the ontological concept MANUFACTURING-ACTIVITY. An
immediate reason for that is that a meaning modification such as the one suggested above ignores
the fact that most tools are manufactured by people. Indeed, this is the reason why most people
would assume that John in (38) refers to a human male. It is in order to capture this knowledge
that we introduced the ontological facet DEFAULT (see Section 7.1.1 above). The relevant parts of
the ontological concept MANUFACTURING-ACTIVITY should become as illustrated in (46) while the
lexical entry for make remains unchanged—no matter that it actually means a slightly different
thing now. 

(46)     
manufacturing-activity

...
agent default human

sem primate
...

The semantic analyzer first attempts to match inputs against the fillers of the DEFAULT facet and,
if this fails, against those of the SEM facet. If it succeeds, then the task of basic semantic depen-
dency building is completed, and the system proceeds to establish the values of other components
of TMRs (see Sections 6.2-5 above). Success in building basic semantic dependencies means that
there remains, after the application of basic selectional restrictions, exactly one candidate word or
phrase sense for every open-class input word or phrase. In other words, it means that the word
sense disambiguation process has been successful.

Two more outcomes are possible in this situation: first, the basic procedure that applies selectional
restrictions does not result in a single answer but rather returns more than one candidate word or
phrase sense; second, none of the candidate senses of a word or phrase match selectional restric-
tions, and the basic procedure applying selectional restrictions returns no candidate senses for
some words or phrases. 

In both cases, the first remedy is to try to modify the selectional restrictions on the various senses
so that a match occurs, and to do this in such a way as to minimize the overall amount of modifi-
cation to the static knowledge. Such dynamic adaptation of selectional restrictions has not, to our
knowledge, been proposed before. It is discussed in some detail below (Section 8.3.1). 

An important methodological note is appropriate here. The many approaches to analysis using
selectional restrictions imply the availability of ideal lexicons and other resources. Since discus-
sions of selectional restrictions are usually centered around one example, such as The man hit the
colorful ball in Katz and Fodor (1963), all that they require is to develop only a small fraction of
the lexicon, and the constant temptation is to make the example work by presenting the senses
exactly as needed for the example. If such discussions strove for any significant coverage of the

76. Of course, John can be understood as the name of anything, including a gorilla (cf. Schank 1975 about female
fleas called John). However, there is a reasonable expectation that John is a person’s name and, in the absence of evi-
dence to the contrary, the system will be wise to stick to this expectation, while fully expecting that it is defeasible, in
the spirit of abductive reasoning. 
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lexicon (see Sections 4.1 and 4.4 above), they would encounter serious practical difficulties hav-
ing to do with the limitations and inaccuracies of resources, with complex trade-offs in the deci-
sions taken while specifying different lexical entries and elements of their representations, and
with maintaining consistency in the grain size of descriptions (see Section 9.3.6 below). As a
result of these difficulties, the descriptions created for the purpose of illustrating a few selectional
restrictions will very often fail when facing new selectional restrictions, for which they were not
intended in the first place. In other words, the descriptions created for isolated examples are ad
hoc and very likely to fail when significant coverage becomes a factor, which is always the case in
practical applications. The goal of practical word sense disambiguation, then, is to eliminate as
many inappropriate word senses in running text as possible, given a particular set of static
knowledge sources. 

The most common practical methods for resolving word sense ambiguities are based on statistical
collocations (e.g., Gale et al. 1992, Yarowski 1992, 1995) or selectional restrictions between pairs
of word senses. Of these two, the former is necessary when the method for word sense disambig-
uation does not rely on meaning representation (see Section 2.6.2.1 above) and extraction. Selec-
tional restrictions provide stronger disambiguation power and, therefore, ontological semantics
concentrates on selectional restrictions as the main disambiguation knowledge source, addition-
ally so because we have acquired a source of selectional restriction knowledge of nontrivial size,
viz., the ontology and lexicon complex. 

However, neither a static ontology nor a static lexicon helps to achieve good disambiguation
results all by itself. The real power of word sense selection lies in the ability to tighten or relax the
semantic constraints on senses of a lexeme, or superentry, on the basis of choices made by a
semantic analyzer for other words in the dynamic context. In other words, the selectional restric-
tions are not taken from the static knowledge sources directly but rather are calculated by the
dynamic knowledge sources on the basis of both the existing static selectional restrictions and the
interim results of semantic processing. Moreover, the resulting selectional restrictions are not
recorded in the static knowledge sources, at least not until a method is developed for economi-
cally recording, prioritizing and indexing the entire fleeting textual and conceptual context for
which they have been generated. 

One often hears that context is crucial for semantic analysis. It is exactly in the above sense that
one can operationalize this rather broad statement to make it practically applicable. Very few non-
toy experiments have been carried out to investigate how this might be done in practice and on a
realistic scale. Ontological semantics can be said to aspire to make realistic operational use of the
notion of textual and conceptual context. We argue that: 

• individual constraints between the head of a proposition and each of its arguments typically 
available in static knowledge sources (lexicons) are often not strong enough or too strong for 
effective selection of word senses; 

• in addition to traditional selectional restrictions that check constraints between proposition 
heads and their semantic arguments, knowledge of constraints and conceptual relationships 
among the arguments of a proposition is critical because it is often not possible to determine 
a diagnostic context statically, i.e., before any decisions are made for the current sentence;

• effective sense disambiguation is helped by the availability of rich knowledge with a high 
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degree of cross-dependence among knowledge elements; 
• while representations such as semantic networks (including both simple labeled hierarchies, 

e.g., SENSUS (Knight and Luk, 1994) and ontological concept networks (e.g., the 
Mikrokosmos ontology (Mahesh, 1996; Mahesh and Nirenburg, 1995)) can capture such 
constraints and relationships, processing methods currently applied to semantic networks 
such as marker passing (e.g., Charniak, 1983; 1986) and spreading activation (e.g., Waltz and 
Pollack, 1985) do not facilitate selection of word senses based on dynamic context;

• marker passing and spreading activation are effective on well-designed and sparse networks 
but become less and less effective as the degree of connectivity increases (see Mahesh et al. 
1997a,b for details). 

8.3 When Basic Procedure Returns More Than a Single Answer

When the basic selectional restriction matching procedure returns more than a single candidate
for each lexeme in the input, this means that the process of word sense disambiguation is not com-
plete. The reason for that in this case is that the selectional restrictions are too loose. Additional
processing is needed to bring the set of candidate word or phrase senses down to exactly one can-
didate for each lexeme, that is, to tighten the restrictions. 

8.3.1  Dynamic Tightening of Selectional Restrictions
We will now demonstrate how dynamic tightening of selectional restrictions helps to resolve
residual ambiguities. We will do this using the results of an experiment run in the framework of
the Mikrokosmos implementation of ontological semantics, with the static and dynamic knowl-
edge sources at a particular stage of their development (see Mahesh et al. 1997a for the original
report).

Let us consider the sentence John prepared a cake with the range. Leaving aside, for the sake of
simplicity, the PP-attachment ambiguity, let us concentrate on lexical disambiguation. In this sen-
tence, several words are ambiguous, relative to the static knowledge sources. The lexical entry for
prepared contains two senses, one related to the ontological concept PREPARE-FOOD, and the
other, to PREPARE-DOCUMENT. The lexical entry for range has a number of different senses, refer-
ring to a mathematical range, a mountain range, a shooting range, a livestock grazing range as
well as to a cooking device. In the latter sense, range can be related either to the ontological con-
cept OVEN or the ontological concept STOVE. The lexical entry for cake is unambiguous: it has the
ontological concept CAKE as the basis of its meaning specification. However, the ontological con-
cept CAKE has two parents, BAKED-FOOD and DESSERT. The entry for John is found in the onomas-
ticon and unambiguously recognized as a man’s name. The entry for with establishes the type of
relation on which the appropriate sense of range is connected to the appropriate sense of prepare.
The possibilities include AGENT, with the filler that is a set (Bill wrote the paper with Jim), and
INSTRUMENT (Bill opened the door with a key). The meanings of a and the will have “fired” in the
process of syntactic analysis (see, however, Section 8.5.3 on additional meanings of the English
articles related to the saliency modality). 

After the sentence is analyzed according to the procedure illustrated in detail in Chapter 7 above,
it will be determined that the meaning of prepare will become the head of the proposition describ-
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ing the meaning of this sentence. The selectional restriction on prepare in the sense of PREPARE-
FOOD matches the candidate constraint provided by the meaning of its direct object cake while the
selectional restriction on prepare in the sense of PREPARE-DOCUMENT does not. This disambigu-
ates prepare using only static selectional restrictions. John, in fact, matches either of the senses of
prepare. So, while this word does not contribute to disambiguation of prepare, at least it does not
hinder it. 

Next, we establish that the correct sense of with is the one related to INSTRUMENT rather than
AGENT because none of the senses of range are related to concepts that are descendants of
HUMAN, which is a requirement for being AGENT of PREPARE-FOOD. At this point, we can exclude
all those senses of range that are not compatible with the remaining sense of with, namely all but
the two kitchen-related ones, whose meanings are related to STOVE and OVEN. Static selectional
restrictions already disambiguated everything but the remaining two senses of range. No static
selectional restrictions are available in the lexicon to help us complete the disambiguation pro-
cess. We are now at the main point of our example, namely, a demonstration of the utility of
dynamic selectional restrictions. 

 Figure 33. A fragment of the ontology showing main properties and constraints for PREPARE-FOOD. The 
properties are marked on blue arrows, their values marked on the color-coded circles representing 
concepts. The color coding underscores different inheritance chains. The values in parentheses refer 
to those in SEM facets, whereas the rest of the values are denote the fillers of DEFAULT facets in their 
respective properties. 
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As shown in Figure 33 (cf. Mahesh et al. 1997a), the ontological concept PREPARE-FOOD has PRE-
PARED-FOOD as its THEME; COOK as its DEFAULT AGENT (and HUMAN as its SEM AGENT); and
COOKING-EQUIPMENT as its INSTRUMENT. PREPARED-FOOD has many descendants, including
BAKED-FOOD which, in turn, has many descendants, one of which is CAKE, the ontological con-
cept defining the meaning of the English cake (or, for that matter, Russian pirog or Hebrew uga). 

The last remaining task for disambiguation is to choose either OVEN or STOVE (signaled in the
input by the corresponding word senses of range) as the THEME of the proposition head PREPARE-
FOOD. Without context, this determination is not possible. However, once it is known that the
THEME of this instance of PREPARE-FOOD is CAKE, a dynamic selectional restriction can be com-
puted to make the choice. As CAKE IS-A BAKED-FOOD, it also meets the selectional restriction on
the theme of bake. BAKED-FOOD is the THEME of BAKE, a direct descendant of PREPARE-FOOD,
whose INSTRUMENT is constrained to OVEN but not STOVE. In order to make this disambiguation,
we must, for the given context, specify PREPARE-FOOD as BAKE. In other words, we successfully
dynamically apply the tighter selectional restriction on the INSTRUMENT of BAKE instead of what-
ever restriction is stated for the INSTRUMENT of PREPARE-FOOD. See Figure 34 for an illustration
of this process. 

An important point is that bake was not explicitly mentioned in the sentence. Nevertheless, once
CAKE is determined to be a kind of BAKED-FOOD, the processor should be able to infer that the
meaning of prepared should be, in this context, analyzed as BAKE since that is the only descendant
of PREPARE-FOOD that takes BAKED-FOOD as THEME. This information is used by the procedure
that computes dynamic selectional restrictions only after it is determined that the meaning of cake
refers to BAKED-FOOD by virtue of CAKE being a descendant of BAKED-FOOD. Once this dynamic
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context is inferred, the selectional restriction is tightened. 

The dynamic selectional restriction is necessary because one cannot realistically expect an
English lexicon to contain a static selectional constraint associated with the INSTRUMENT role of
PREPARE-FOOD that enables the system to distinguish between OVEN and STOVE, both direct onto-
logical descendants of COOKING-EQUIPMENT, because any kind of cooking equipment can be an
instrument of preparing food. Processing dynamic selectional restrictions is not a simple opera-
tion. Is it possible either to avoid it or at least to record its successful results in some way so that
the next time a similar situation occurs, there would be no need for computing the restriction
dynamically again? 

One way of recording this information is to introduce yet another kind of selectional restriction—
the inter-role lateral selectional restriction, which is not anchored at the head of a proposition but
holds between two properties of the proposition head. Some lateral selectional restrictions,
including the one between BAKED-FOOD and OVEN, are marked in Figures 33 and 34 with a dotted
line. There is, of course, an alternative way that allows one to avoid introducing a new type of
selectional restriction. The failure of dynamic selectional restrictions could trigger a request for
adding to the ontology a direct descendant of a concept that will have the needed, tighter, selec-

 Figure 34. Dynamic selectional restrictions in action. Specialization is needed, since checking selectional 
restrictions on PREPARE-FOOD retains the ambiguity between OVEN and STOVE, while the restrictions 
on BAKE lead to the desired disambiguation. 
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tional restrictions. In other words, if BAKE were not already in the ontology and the English range
required the disambiguation between OVEN and STOVE, this could trigger a request to add to the
ontology a direct descendant of PREPARE-FOOD with the INSTRUMENT value of OVEN and the value
of THEME, CAKE. In fact, there will be additional values in the various case roles of BAKE, but the
above will “seed” the process of acquiring this concept. 

It is reasonably clear that adding descendants to ontological concepts and recording lateral selec-
tional restrictions in the ontology are different methods for doing essentially the same. At the
same time, trying to avoid the processing of dynamic selectional restrictions by fixing the ontol-
ogy statically involves the familiar time-space trade-off: if the information is not recorded, it will
need to be computed every time a need arises. We also noted elsewhere (see Sections 5.3.1-2
above) that the occurrence in the input of a word with a specific type of ambiguity should not nec-
essarily lead to further detailization of ontology. 

Obviously, for given time-stamped ontology and lexicons, neither the appropriate descendants nor
lateral selectional restrictions can be expected to be available for every input. In fact, NLP sys-
tems that depend on always having such information have not been successful in domain-inde-
pendent word sense disambiguation because there is no way to establish the necessary grain size
of description a priori and, therefore, any realistic NLP system must expect unattested elements
in its input and have means for processing them (see also Section 8.4.3). 

One must assume that knowledge sources for NLP are always incomplete and inaccurate, due to
limitations of all acquisition methods as well as to unavoidable errors, including errors in judg-
ment about grain size of description or a particular form that the description takes (see a discus-
sion of synonymy in TMRs in Section 6.6 above). Our example showed how contextual
processing, realized through dynamic selectional restrictions, helps to resolve the ambiguity even
in the absence of complete background knowledge (such as a direct lateral selectional restriction
between OVEN and BAKED-FOOD.)

Our example described a successful application of dynamic selectional restrictions. The reason
for success was the presence of BAKE, that featured appropriately tight selectional restrictions,
among the descendants of PREPARE-FOOD. Had BAKE not been available, the system would not
have given up, though it would have taken a different route to the solution. This alternative solu-
tion would fail to resolve the ambiguity of range between OVEN and STOVE; it would accept this
loss and fill the property of instrument for PREPARE-FOOD with the lowest common ancestor for
OVEN and STOVE, namely, COOKING-EQUIPMENT. For many practical applications, this is an
acceptable solution if, to put it plainly, the ambiguity is not important either for the text or the
application. The former means that this information is accidental and not elaborated upon. This
usually indicates that the corresponding concept instance is not likely either to be in the scope of a
high-valued saliency modality filler in any proposition or to recur in many propositions in the
TMR. An information item would not be important for a particular application if, for example, in
MT, its translation is not ambiguous or there is no mismatch (e.g., Dorr 1994, Viegas 1997)
between the source and target language on this word or phrase. In IE, importance can be judged
by whether an information element is expected to be a part of the filler of an IE template slot. 

Note that the main computational problem we are dealing with while trying to resolve the lexical
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ambiguity of range is one of controlling the search for appropriate constraints, not the correctness
of propagating those constraints that are already available from the static knowledge sources. Do
we need to devise our own procedure for this purpose, or can such well-known computational
methods as marker passing or spreading activation also accomplish this task? The answer depends
on whether one can expect to solve this problem by using only heuristics based on the topology of
the network, or also include the knowledge stored in the network. Marker passing and spreading
activation, in their pure form, are too weak to guarantee that a selected context is the right one
given all available knowledge. This is because these methods are adversely influenced by uninter-
preted topological knowledge in the network that is not relevant to the current context. They do
not reach into the semantics of the nodes and links.

As argued in detail in Mahesh et al. (1997a), in the case of marker passing, there may be paths of
lengths equal or shorter than the one at which the procedure should aim, though not going through
nodes in the desired context, such as BAKE. In Figure 33, for example, there is an alternative path
from BAKED-FOOD to PREPARE-FOOD via PREPARED-FOOD, not via BAKE. This path consists of a
THEME segment and an IS-A (SUBCLASS) segment just as the one going through BAKE. Thus, any
choice in a marker passing algorithm will be hampered, as these two paths are equally preferable
in this approach. 

Let us follow the standard marker passing procedure on our example. The following nodes
become the origins for marker passing: HUMAN, PREPARE-FOOD, the ontological concepts repre-
senting the other senses of prepare, the ontological concepts BAKED-FOOD, OVEN, STOVE and the
ontological concepts representing the other senses of range. The goal of marker passing is to find
the shortest path between each pair of origins. In pure marker passing, there are no weights on
links; they carry a unit cost. Some candidates for shortest paths are illustrated in Figure 35.

C O O K IN G -E Q U IPM E N T

ST O V E

H U M A N

PR E PA R E -F O O D

PR E P A R E D -FO O D

O V E N

B A K E R

B A K E D -F O O D

(C A K E )

B A K E

Selected Paths:

C om peting paths:

Paths not selected:

 Figure 35. Shortest path candidates for pure 
marker passing in the semantic network for the example sentence.
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It is clear from the figure that COOKING-EQUIPMENT and PREPARED-FOOD are strong intermediate
nodes that could be chosen as elements of the path selected by the marker passing algorithm.
BAKE might lose against these two and if so, the path from OVEN to BAKED-FOOD via BAKE may be
rejected and the competing path via PREPARED-FOOD selected in order to maximize measures such
as the total number of shared nodes among the selected paths. As a result, OVEN and STOVE turn
out to be equally likely. Although BAKE had created a shorter path between OVEN and BAKED-
FOOD than between STOVE and BAKED-FOOD, other parts of the network had an undue advantage
over BAKE as a result of the above well-intentioned heuristics. In this situation, it is only by luck
that OVEN might get selected, or even that the heuristics would discriminate between competing
word senses sufficiently for any selection to take place at all.

We illustrated a small fragment of a conceptual network, with only a few types of available links
listed. Any realistic model will have a much larger network with many other types of links
between concepts, further decreasing the chances that the desired path through BAKE will be the
least-cost path in the context of a sentence such as the one above. Moreover, these networks are
almost always hand-coded and may include spurious links that eventually bypass certain desired
paths. Processing mechanisms such as marker passing and spreading activation are simple and
have a cognitive appeal, but their lack of reference to the content of the nodes makes them too
weak for making the kinds of inferences needed for effective word sense disambiguation.

Our basic disambiguation method checks selectional constraints exhaustively, examining all the
pairwise constraints on all word senses in a sentence, encoded statically in the ontological net-
work or in the lexicon, using a very efficient search mechanism, called Hunter-Gatherer, based on
constraint satisfaction, branch-and-bound, and solution synthesis methods (Beale et al. 1995,
Beale 1997). To augment this method to process dynamic selectional restrictions, we introduce
the Context Specialization Operator (CSO) with the following content: If a sense P is selected for
a word w, and the rest of the word senses in the environment satisfy the constraints on P, examine
the constraints on children of P; if exactly one child C of P satisfies the constraints, then infer that
the correct sense of w is C; apply the constraints on C to other words.

The semantic analyzer checks selectional restrictions and applies the CSO iteratively, thereby
resolving word sense ambiguities successively. Using the notion of CSO, the processing of our
example sentence can be described as follows: CAKE is first determined to be a kind of BAKED-
FOOD. Then, using this information, prepared is disambiguated to PREPARE-FOOD. Applying the
CSO at this point shows that BAKE is the only ontological descendant of PREPARE-FOOD that satis-
fies the selectional restriction that the THEME must be BAKED-FOOD and the INSTRUMENT, one of
the senses of range. Hence BAKE is included in the dynamic context, that is, the selectional
restrictions have been dynamically tightened from those in PREPARE-FOOD to those in BAKE, and
the latter’s constraints are applied to range, thereby excluding STOVE and selecting OVEN. 

The methods outlined above were implemented for semantic analysis in a Spanish-English MT
system based on the Mikrokosmos implementation of ontological semantics. The system
employed an ontology represented as a network of 5,000 concepts, where each node had an aver-
age connectivity of 16. A Spanish lexicon of about 37,000 word senses mapped them to nodes in
this network. 
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It is certainly possible to fine-tune the ontological network or introduce and manipulate weights
on the links to obtain a selection of OVEN over STOVE without resorting to dynamic selectional
restrictions. However, such an approach does not guarantee that desired results will be obtained
for inputs outside training corpora. Moreover, such tuning invariably has a catastrophic effect on
processing other inputs. For example, if we fixed the network so that OVEN is somehow closer to
BAKED-FOOD than STOVE, then OVEN would be selected even in an example such as John ate the
cake on the range. There is, in fact, no information in this sentence that leads to a preference for
either the STOVE or the OVEN sense of range. In general, these difficulties boil down to the follow-
ing simple observation: any method that is oriented essentially toward manipulating uninterpreted
strings does not have—and cannot be realistically expected to have—a sufficient amount of dis-
ambiguating heuristics for the task of text processing. 

Statistical methods based on sense-tagged corpus analysis are subject to the same limitations as
the network search methods. In a sufficiently general corpus, ample collocations of word senses
may lead to irrelevant interference in sense disambiguation. For example, a high degree of collo-
cation between the phrases baked food or baked foods or bakery products, on the one hand, and
oven, on the other, helps to select the right sense of range in the the example sentence. But just as
with marker passing, the same statistical preference can mislead the processor into selecting the
OVEN sense of range in John ate the cake on the range.

In general, any of the above disambiguating procedures, including those using dynamic selec-
tional restrictions, may fail not because of their own faults but because the input is genuinely
ambiguous. 

8.3.2  When All Else Goes Wrong: Comparing Distances in Ontological Space
When the procedure for applying dynamic selectional restrictions fails and the alternative solu-
tions for some reason do not work either, for instance, because the lowest common ancestor of the
candidate fillers for a property is judged too general, we can apply a technique that uses the ontol-
ogy as a search space to find weighted distances between pairs of ontological concepts and thus to
establish preferences for choice. Such a method, called Ontosearch, was developed in ontological
semantics (Onyshkevych 1997) and applied in the Mikrokosmos implementation of ontological
semantics (Mahesh et al. 1997a,b). 

It is different from the standard marker passing and spreading activation techniques in that it uses
the semantics of links and nodes in the ontological networks. Ontosearch is different from the pro-
cedure for applying selectional restrictions. The latter consists in simply determining that the can-
didate for filling a property slot in an ontological concept instance is a descendant of the
ontological concept listed as a constraint there. Ontosearch undertakes to establish the weighted
distance between the constraint and the candidate not only along the hierarchical (IS-A) backbone
of the ontological network but following all and any links from every node—the node where the
constraint originates (the constraint node), the candidate node and each of the intermediate nodes.
Controlled constraint satisfaction in Ontosearch is managed by considering all relations and levy-
ing a cost for traversing any relations other than IS-A. The ontology is treated as a directed (possi-
bly cyclic) graph, with concepts as nodes and relations as arcs. Constraint satisfaction consists in
finding the cheapest path between the candidate concept node and the constraint nodes.
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The cost assessed for traversing an arc may be dependent on the previous arcs traversed in a can-
didate path, because some arc types should not be repeatedly traversed, while other arcs should
not be traversed if certain other arcs have already been seen. Ontosearch uses a state transition
table to assess the appropriate cost for traversing an arc (based on the current path state) and to
assign the next state for each candidate path being considered. The weight assignment transition
table has about 40 states, and has individual treatment for 40 types of arcs; the other arcs (out of
the nearly 300 total property types available in the ontology at the time when Ontosearch was first
introduced) are treated by a default arc-cost determination mechanism.

The weights that are in the transition table are critical to the success of the method. An automatic
training method has been used to train them (see Onyshkevych 1997). After building a training set
of inputs (candidate fillers and constraints) and desired outputs (the “correct” paths over the
ontology, i.e., the preferred relation), Ontosearch used a simulated annealing numerical optimiza-
tion method (Kirkpatrick et al., 1983; Metropolis et al., 1953) for identifying the set of arc costs
that resulted in the optimal set of solutions for the training data. A similar approach is used to
optimize the arc costs so that the cheapest cost reflects the preferred word sense from a set of can-
didates. 

Let us walk through a simple example of the operation of Ontosearch. Suppose, the ontological
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semantic analyzer is processing the sentence: El grupo Roche, a través de su compañía en

España, adquirió el laboratorio farmacéutico Doctor Andreu, se informó hoy aquí, ‘It was
reported here today that the Roche Group, through its subsidiary in Spain, has acquired the phar-
maceutical laboratory Dr. Andreu.’ We will concentrate on resolving just two potential ambigu-
ities in this sentence. It is marginally possible to translate adquirió as learned in addition to the
more common translation acquired. Dr. Andreu can be understood to refer to a company or to a
person. Throughout the analysis, we assume that the static or dynamic selectional restrictions
have not succeeded in disambiguating these cases. 

A fragment of the ontological network used by Ontosearch to resolve the above ambiguities is
illustrated in Figure 36. After the Ontosearch procedure has finished its operation, it has assigned
the values for quality of transitions to the individual arcs (the higher the value, the more prefera-
ble the transition). In the figure, we can see that while ORGANIZATION (which is the conceptual
basis of the meaning of The Roche Group) is a better candidate to fill the AGENT property of
LEARN than of ACQUIRE, the fact that there is no penalty for having ORGANIZATION (the concep-
tual basis for one of the meanings of Dr. Andreu) fill the THEME of ACQUIRE while the somewhat
awkward meaning of “learning an organization” represented by the path between LEARN and the
ORGANIZATION sense of Dr. Andreu is penalized, so that the overall preferred path is the one high-
lighted in bold in the figure. Incidentally, “learning a person” gets the same penalty as “learning

"GrupoRoche" "adquirir" "Dr. Andreu"
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 Figure 36. Applyi
ng the general calculation of ontological distances for lexical disambiguation. 
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an organization” while “acquiring a person” is simply prohibited in our ontological model of the
world (see Section 7.1.2 above). 

8.4 When Basic Procedure Returns No Answer

In the previous section, we considered the situation when the static selectional restrictions
recorded in the lexicons and the ontology select more than one candidate from among the word
senses of a word for each property of the proposition head. That introduces indeterminacy and a
need for further disambiguation. In this section, we are considering the opposite situation—when
a selectional restriction fails to find any candidate for filling the value of a property. There can be
two reasons for such a contingency: the candidate lexeme is available in the lexicon but has no
sense that matches the selectional restriction, or there is no recognizable candidate in the input on
which a match attempt could be made. The former case involves either what is known in the phi-
losophy literature as sortal incongruity, or incorrectness (e.g., Thomason 1972) or the use of non-
literal language. There are also two possible reasons for a candidate being unavailable: ellipsis or
the presence of unattested words or phrases in the input. 

8.4.1  Relaxation of Selectional Restrictions
We are already familiar with the use of the facets DEFAULT and SEM (see Sections 6.2 and 7.1.1
above). Thus, for instance, PREPARE-FOOD has COOK as the value of its AGENT property on the
DEFAULT facet and HUMAN on the SEM facet. Unlike in example (45), the use of GORILLA as a can-
didate for the filler of AGENT of PREPARE-FOOD cannot be accommodated by the constraint in the
SEM facet: all primates make tools but not all primates cook. Nevertheless, the sentence The
gorilla cooked dinner can be given an interpretation by using the facet RELAXABLE-TO on the
AGENT property of PREPARE-FOOD. 

This facet is the main resource for dealing with the case when no sense of an available lexeme
matches a selectional restriction. The sentence The baby ate a piece of paper illustrates a typical
case of sortal incongruity: in ontological semantics, this is reflected in the fact that INGEST, the
ontological basis of the meaning of eat, requires a descendant of EDIBLE as a filler of its THEME.
PAPER is not a descendant of EDIBLE, it is a descendant of MATERIAL. The facet RELAXABLE-TO
ensures that this meaningful sentence obtain its interpretation. 

8.4.2  Processing Non-literal Language
A similar relaxation technique is used to accommodate non-literal language. Non-literal language
is understood in ontological semantics as having lexemes carry derivable but unrecorded senses.
For example, in the sentence The pianist played Bach, the selectional restriction on the SEM facet
of the THEME property of PLAY-MUSICAL-INSTRUMENT, the concept on which the appropriate
meaning of play is based, is MUSIC-COMPOSITION, which is the basis for specifying the meaning of
such English words as sonata, concerto, symphony, etc. The entry for Bach in the onomasticon
characterizes it as HUMAN. The discrepancy in the selectional restriction is due to fact that the
filler of the theme property is realized as a standard metonymy of the ‘author for creation’ type. In
the case of metonymy, the same simple treatment that we used for the case of sortal incongruity
will not work. 



Page 232

The difference between treating sortal incongruity and metonymy is that in the former case the
analyzer, after establishing a match between the candidate filler concept and the selectional
restriction on the RELAXABLE-TO facet for a property, directly fills the corresponding slot of the
TMR concept with an instance of this same candidate filler concept. In the case of metonymy, the
match takes place similarly to the above case, but what becomes the filler of the property in TMR
is the instance of a different concept. This concept, the expansion of the metonymy, cannot be
derived dynamically in the current microtheory of non-literal language processing used in onto-
logical semantics. Until and unless such a theory becomes available (and it is not at all clear
whether such a theory is, in fact, feasible—see Fass 1991, Barnden et al. 1994, Onyshkevych and
Nirenburg 1994, Beale et al. 1997), a stop-gap measure is to directly list the expansions of meton-
ymies in the static selectional restrictions, namely, in the RELAXABLE-TO slots of corresponding
properties.

The facet RELAXABLE-TO, when used for treating non-literal language, will necessitate a modifi-
cation to the format of ontological specification beyond the level in extant implementations of
ontological semantics. When applied to the THEME of PLAY-MUSICAL-INSTRUMENT, in order to
account for metonymies such as that in The pianist played Bach, the relaxable-to facet will have
to refer to both the literal interpretation that will be needed for matching the input and the expan-
sion that is needed to include the appropriate meaning in the TMR:

play-musical-instrument
...
theme sem musical-composition

relaxable-to match human-1
expansion musical-composition

  composed-by value human-1.name
...

The analyzer will fail to match the SEM selectional restriction and will proceed to the RELAXABLE-
TO one. Here it will make a match on the value HUMAN and proceed to instantiate the concept
MUSICAL-COMPOSITION with its COMPOSED-BY property filled by the same named instance of
HUMAN (marked as coindexical in the ontological specification of PLAY-MUSICAL-INSTRUMENT).
The property COMPOSED-BY has as its domain LITERARY-COMPOSITION, in addition to MUSICAL-
COMPOSITION. 

The ontological semantic analyzer will carry out more work on the sentence The pianist played
Bach than described above. This is because the English play has another sense, the one related to
sports. It is represented using the ontological concept SPORTS-ACTIVITY, the AGENT property of
which (the meanings of both the subject and the direct object of play will be connected on the
AGENT property of the concept SPORTS-ACTIVITY) has the selectional restriction that matches
HUMAN, among other concepts, e.g., TEAM. The analyzer will prefer the musical reading of the
sentence because the default value of AGENT of PLAY-MUSICAL-INSTRUMENT will be matched by
the meaning of pianist, namely, MUSICIAN, while the latter will not be a DEFAULT value of AGENT
for the SPORTS-ACTIVITY sense of play (it will match the SEM facet). This underscores, again, the
general rule that DEFAULT constraints have priority over SEM constraints which, in turn, are pre-
ferred to the RELAXABLE-TO constraints. Let us not forget that, as always, this analysis may be
overturned by text-level context. 
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If the example sentence is followed in a text, as in the well-known joke, by Bach lost, the analyzer
will have dynamically to revise the preferences derived during the processing of the first sentence
due to the requirements of text coherence (captured in ontological semantics, still only partially in
the extant implementations, through discourse relations in TMRs—see Section 8.6.3 below). The
second sentence makes sense only if the overall context is sports. The analyzer (possibly, in a sim-
plification) follows the rule that a text belongs to a single conceptual context or domain (cf. Gale
and Church about one sense per discourse). This rule is triggered in this example because the sec-
ond sentence is elliptical (see Section 8.4.4 below for the ontological semantics take on ellipsis
processing), and for elliptical sentences there is a strong expectation that they describe another
component of the same complex event whose description was begun in earlier sentence(s). The
clue is especially strong if this sequence of sentences is contiguous. One of the factors contribut-
ing to our perception of the text as humorous is that people who analyze it follow the same path of
“priming,” that is, selecting a particular complex event and expecting to stay with it in the imme-
diate continuation of a text (for additional factors dealing with juxtaposing the primed event on
the competing one, see Raskin 1985, Attardo and Raskin 1991, and Attardo 1994). 

The switch to the different sense of the event in the above example occurred in a situation where
that sense was already recorded in the lexicon. When input contains metaphoric language, the
other kind of non-literal language processed by ontological semantics, such a switch must be
made without the benefit of a previously recorded sense. Consider the sentence Mary won an
argument with John. No sense of argument matches the selectional restrictions on the THEME of
WIN which are MILITARY-ACTIVITY, SPORTS-ACTIVITY and GAME-ACTIVITY. If the selectional
restriction on the RELAXABLE-TO facet of the THEME property of WIN matches ARGUE, this case
can be treated as metonymy. It is more interesting, however, at this point, to consider a situation in
which the selectional restriction on the RELAXABLE-TO facet of the THEME of WIN does not have a
value. It is in this situation that the analyzer must process a metaphor, which in our environment
means searching for an event whose selectional restrictions match the fillers of the case roles in
the proposition obtained from the above sentence. Specifically, for this example, such an event
should match the selectional restriction HUMAN on the fillers of the AGENT (Mary and John) prop-
erties and ARGUE on the THEME property of WIN. One good solution would be the concept CON-
VINCE: the sentence Mary convinced John in an argument is indeed a non-metaphorical rendering
of the original example. Unfortunately, there is no theory of metaphor, in ontological semantics or
elsewhere, that is capable of guaranteeing that such a result could be procedurally obtained. 

A microtheory of metaphor in ontological semantics would need to search through the entire set
of events looking for matches on inverse selectional restrictions. This must be done in an efficient
manner. If the algorithm is designed to check this search space exhaustively (discarding only
those candidates that at any given moment can be proved not to fit the bill), then it is likely that it
will return more than one candidate solution. Then a special routine will have to be written to
establish a preference structure over this set of candidate solutions, which is not a trivial task. If,
however, the algorithm is designed on the basis of satisficing, that is, if it will halt when the first
appropriate candidate is found, the main issue, which may be equally complex, becomes how to
establish the satisficing threshold so as to diminish the probability of an erroneous choice. 

Intuition suggests that the best strategy for fitting the inverse selectional restrictions to the events
is by relaxing the restrictions in the events themselves, that is, by moving from the source domain
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of the metaphor, the origin of the search, toward the root of the ontological tree. Even a cursory
manual examination of several examples immediately shows that such hopes are unjustified.
Indeed, continuing with the assumption that CONVINCE is a good literal substitute for WIN in the
above example, we can see in Figure 37 that the most economical path between the two concepts
in the ontology is multidirectional.

In The ship plowed the waves, the path between the metaphorical PLOW and the literal MOVE-
WATER-VEHICLE is even more convoluted (see Figure 38).

 Figure 37. The most economical 
path between the two concepts in the ontology may be multidirectional
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Whether the hope for the microtheory of metaphor in ontological semantics lies in figuring out
how to navigate such paths or in applying other algorithms, the best ontological semantics can do
at this point is to define the problem and the search space in which to look for an answer. It is
clear then that until such a microtheory is available, it is advisable to reduce metaphor to meton-
ymy by specifying fillers for RELAXABLE-TO facet values of event properties in the ontology,
whenever possible. 

8.4.3  Processing Unattested Inputs
Used in real-life conditions, any NLP system must expect inputs that contain words and phrases
for which there are no entries in the lexicons or the onomasticons. Such inputs fall into several
categories. In certain text types, most prominently, in journalistic prose, one should expect proper
names to form the largest single category of unattested input elements. The preprocessing compo-
nent of the analyzer (see Section 8.1 above) contains routines for recognizing unattested proper
names. As they are used at an early stage in the processing, such routines use only textual context
elements as clues—for instance, if a phrase ends in Inc., GmbH, Corp., Cie, NA or Ltd. it is the
name of a company, and so on.

The unattested material that is not recognized and categorized as a kind of proper name is also
processed by the special routine that uses the available morphological, syntactic and semantic
analyzers to assign as many features to the unknown word as is possible when no lexicon entry is
there. Morphologically, this routine attempts to assign a part of speech and other grammatical fea-

 Figure 38. The convoluted path between the metaphorical PLOW and the literal MOVE-WATER-
VEHICLE.
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tures (such as gender or person) to the unknown word on the basis of its form as well as its syntac-
tic context. Syntactically, it establishes this word’s or phrase’s position in the syntactic
dependency structure generated by the syntactic analyzer for the input text. Semantically, the pro-
cedure uses the syntactic dependency and the knowledge available in the lexicon entry to link
syntactic and semantic dependencies to weave the meaning of this word into the TMR. Humans
perform exactly the same operations, quite successfully, when faced with texts like Lewis Carrol’s
Jabberwocky: “Twas brillig and the...”

As the meaning of an unattested word is not reliably available, the procedure does its best to con-
strain this meaning by assuming that, when the word is a semantic modifier, the selectional
restrictions on the properties that the unknown word must match to be the appropriate filler in the
semantic dependency structure define the meaning of the unattested word. When the unknown
word is a semantic head, the selectional restrictions in its lexicon definition will exactly match the
constraints on the senses of elements that fill the corresponding properties in the TMR for the sen-
tence in which the unattested word appears. As we demonstrated in Section 8.2.2 above, the algo-
rithms for processing selectional restrictions involve matching two values—that of the constraint
on the property and that of the candidate filler for that property. In the ‘regular’ case, this is, then,
reciprocal matching. When unattested words occur, one of the values for the match is unavailable,
so that the match is trivial and always succeeds, as it is a match of a constraint against a general
set of possible candidates. Let us consider, first, an example of processing an unattested modifier
and then, that of an unattested head. 

Thus, in the sentence Fred locked the door with the kheegh, the highlighted string is an unattested
word. Its position between a determiner and the end of the sentence easily identifies it as a noun.
The prevalent sense of with combined with the availability of the INSTRUMENT property in the
meaning of lock, links the meaning of kheegh to the filler of this property in the concept LOCK-
EVENT. The selectional restriction on INSTRUMENT in LOCK-EVENT is KEY on the DEFAULT facet
and ARTIFACT on the SEM facet. At this point, a TMR emerges, whose relevant part is shown in
(47). The filler of the INSTRUMENT property is an instance of ARTIFACT, which means that the pro-
cedure used the SEM constraint of the property rather than committing itself to the DEFAULT con-
straint (and using the concept key in the TMR) on insufficient evidence—after all kheegh may
mean ‘credit card.’ A side effect of this processing is that a tentative lexicon entry for kheegh (48)
can be automatically constructed with the content determined by the above results. 

(47)     
...

lock-event-6
agent value human-549
theme value door-23
instrument value artifact-71
...



Page 237

(48)     
kheegh-n1

syn-struc
root kheegh
cat n

sem-struc
artifact

instrument-of value lock-event

Now consider the sentence Fred lauched the door with the key. A lexicon entry will be created for
the unattested event with selectional restrictions provided by the meanings of the case role fillers:

lauch-v1
syn-struc

root lauch
cat v
subject root $var1

cat n
object root $var2

cat n
oblique root with

cat prep
object root $var3

 cat n
sem-struc

event
agent value  ^$var1

sem  human
theme value  ^$var2

sem door
instrument value  ^$var3

sem key

The above means that the event realized by lauch has a human agent, a theme that is a door and an
instrument which is a key. This is all the information that can be reliably gleaned from the input
sentence. While it is not expected that the lexicon entry can be completed without an inspection
and further tightening by a human knowledge acquirer, recording the results of processing unat-
tested input reduces the amount of manual acquisition work. 

8.4.4  Processing Ellipsis
Sometimes the basic procedure for processing selectional restrictions returns no result because the
input does not contain a sufficient supply of candidates for filling the case roles of the proposition
head, e.g.:

(49)     Nick went to the movies and Paul to the game
(50)     I finished the book
(51)     The book reads well
(52)     John shaved
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(49) is probably the most standard case of syntactic ellipsis, where the second clause follows the
syntactic structure of the first and does not repeat a certain word, in this case, the verb. Most of the
literature on ellipsis in theoretical and computational linguistics concentrates on this, symmetri-
cal, type of ellipsis. But it is clearly not true that ellipsis is an exclusively syntactic phenomenon
(Baltes 1995 and references there). Examples (50) - (52) are not elliptical syntactically and, in
fact, many natural language processing programs (or theoretical linguists) will not treat them as
elliptical. From the point of view of ontological semantics, however, some of them are. In each of
the three examples, the failure to match a selectional restriction due to the lack of lexical material
in the input to fill a case role, signals the need for processing semantic ellipsis. Analysis of (50)
must involve instantiation of an ontological concept not directly referred to in the input, namely,
read or write (or, at a stretch, bind or copy). Similarly, there is no lexical element in (51) that can
be considered as a candidate filler for the AGENT property of the meaning of read. Shave in (52) is
the intransitive sense of the verb. In ontological semantics, however, the transitive and intransitive
senses of the verb shave are defined in terms of one concept. This concept expects an AGENT and
a PATIENT. In the surface form of (52) there is no separate candidate for the filler of PATIENT, after
the meaning of John is selected to fill the AGENT slot. However, in the lexicon entries for all
reflexive verbs, we record that the meaning of the single NP constituent that they require fills both
the property of AGENT and of PATIENT. The intransitive sense of shave is treated as a reflexive
verb, making semantic ellipsis in this example illusory.

Semantic ellipsis is often triggered by the occurrence of a verb like finish in (50). This verb
belongs to a class of verbs that take other verbs as their complements. In their lexicon entries,
these verbs require an EVENT as the filler of their THEME property. Moreover, in some cases such
verbs constrain the semantics of their themes, which, obviously, helps to recover their meanings
when in the input text the verbs corresponding to these events are elided, as in the example. When
it is not possible to impose a strong constraint on the filler of THEME, the recovery procedure is
more complex. For example, the THEMEs of enjoy in sentences Mary enjoyed the movie, Mary
enjoyed the book and Mary enjoyed the cake can be recovered as SEE, READ and INGEST. This is
because the ontological concepts for movie, book and cake contain the above concepts in the
DEFAULT facet of their THEME-OF property. Similarly, the example we briefly referred to in Sec-
tion 3.4.2 above, fast motorway, is treated as a regular case of ellipsis: the missing event DRIVE is
recovered as the filler of the DEFAULT facet of the property LOCATION-OF on the concept ROAD
which is the basis of the meaning of motorway. The meaning of fast is a region on the scale that is
the range of the property VELOCITY on the concept DRIVE.

The ontological concept for lizard, however, does not contain a DEFAULT value in its THEME-OF
property because there is no typical EVENT that can be enjoyed concerning lizards. This makes the
recovery of the ellipsis in Mary enjoyed the lizard a more difficult task: is the required event
INGEST or SEE or something else? The natural procedure here is to weaken the constraint on the
EVENT by defining it as belonging to the ontological subtree rooted at the filler of the SEM facet of
the THEME-OF property of LIZARD. If the EVENT contains a set of values, the procedure will use the
lowest common ancestor of all of them in the ontology. This makes it clear that the treatment of
this kind of semantic ellipsis has a great deal in common with the treatment of unattested verbs. In
both cases, the semantics of the EVENT realized by the verb, either elided or unattested, is deter-
mined, to the degree possible, by the constraints on the content of the inverse case role properties
(THEME-OF, INSTRUMENT-OF, AGENT-OF, etc.) in the meanings of the arguments of these verbs. 
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Some of the verbs that trigger semantic ellipsis have additional senses that are not elliptic. Thus, I
finished the bench is genuinely ambiguous between the non-elliptic sense ‘I covered the table
with varnish’ and the elliptic sense ‘I finished making/repairing/painting/... the bench.’ Such
cases must be treated both as potentially ambiguous and potentially elliptic. This means that the
procedure that matches selectional restrictions must expect at the same time to obtain the state of
affairs with more than one candidate solution (if the input is to be treated as ambiguous) or no
candidate (the case of ellipsis). As the above eventualities are quite frequent, the procedure
becomes quite complex. 

8.5 Processing Meaning Beyond Basic Semantic Dependencies 

When selectional restrictions are matched successfully and, thus, the basic semantic dependency
for an element of input is established, it is time to establish the values of the various parameters
defined in TMR, both alongside basic semantic dependencies within a proposition and alongside
propositions in the TMR for an entire text (see Example (18) and Section 6.3 above). Each propo-
sitional parameter characterizes a specific proposition; it has a set of values that contribute stan-
dardized meaning components and belong to instances, but not to ontological concepts. 

Suprapropositional parameters characterize an entire TMR. They come in three varieties. The first
type involves instantiation of ontological relations with propositions filling their DOMAIN and
RANGE slots. In other words, it establishes relations among propositions. The second type groups
TMR elements from different propositions according to the semantics of the particular parameter,
for example, into CO-REFERENCE chains or into a partial ordering of time references. The third
type of suprapropositional parameter is given a value through the application of a function over
the values of specific propositional parameters; this is the way in which the STYLE of an entire text
is calculated on the basis of style values generated for individual propositions. 

In what follows, we describe the specific parametric microtheories that have been developed for
the Mikrokosmos implementation of ontological semantics. There may be other implementations,
based on different approaches to building the specific microtheories (see Section 1.7 above for a
discussion of the microtheory approach). In other words, the microtheories may, in principle, be
replaced with other, better, microtheories at any time and, we believe, with a minimum of distur-
bance for the entire complex of static and dynamic knowledge sources in an ontological-semantic
application. The emphasis in this section is on the content of the semantic microtheories and
nature of clues for assigning values of properties defining the microtheory and not on the many
ways in which languages express the meanings captured by the various parametric microtheories.

8.5.1  Aspect
Aspectual meanings in ontological semantics are represented using a set of two properties—
PHASE and ITERATION. PHASE has four values—BEGIN, CONTINUE, END and BEGIN/CONTINUE/
END. The latter value covers events which are perceived as momentary on a human-oriented time
scale. Technically, of course, these events will, in fact, have duration, albeit a very short one (see
Comrie 1976: 41-44 for an attempt to analyze this distinction at a finer grain size; we believe that
this would serve no useful purpose in ontological semantics). ITERATION, which, predictably,
refers to repetitiveness of a process, is represented using an actual number or the indefinite value
MULTIPLE. The meaning of PHASE refers to the temporal stage in a process—whether the input
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talks about the initial (BEGIN) or the final (END) stage or about neither (CONTINUE). 

The examples in Table 14 show that clues for assignment of aspectual values in our microtheory
will, in the general case, be composite. This finding corroborates the conclusions one can reach
from the material presented in Comrie (1976) that a given morphological marker of aspect in a
language does not necessarily predict the aspectual meaning of a proposition. For example, in the
last two rows of the table above, Russian verbs with different morphological aspectual markers
contribute to the same semantic value of ASPECT (that is, to the same combination of values of
PHASE and ITERATION). 

The microtheory of aspect proposed here is not the first one used in ontological semantics (e.g.,
Pustejovsky and Nirenburg 1988). In earlier implementations, aspect was described using a super-
set of the properties we use here. In particular, the properties of duration and telicity were used in
addition to PHASE and ITERATION. Duration distinguished momentary and prolonged events (for
example, he woke up vs. he slept). Telicity distinguished between resultative and non-resultative
events (for example, he built a house vs. he slept for ten hours).

As the main motivation for parameterizing a component of meaning is economy of ontological
knowledge acquisition (see Section 6.3 above), it is only worth our while to parameterize duration
or telicity if there exist a sufficient number of pairs of lexical items (possibly, different senses of
the same word) whose meanings differ only in the values of these parameters. In such a case the
meaning of N such pairs (2N lexical items) could be expressed with, at most, N ontological con-
cepts plus the values of one TMR parameter. The alternative, non-parameterized approach may
lead to up to 2N ontological concepts. In the case of duration, we have failed to detect any signif-
icant body of event realizations that feature such a dichotomy. Whatever examples of variation of

Table 14: Clues for Assignment of Aspectual Values

Phase Iteration Examples

begin 1 Ivan zapel ‘Ivan started singing’

begin multiple Obychno Ivan nachinal pet’ ‘Usually, Ivan started singing’

end 1 Ivan dostroil dom ‘Ivan finished building the house’

end multiple Ivan stroil po domu kazhdyj mesjac ‘Ivan built a house every month’

continue 1 Ivan sidel na skam’e ‘Ivan sat on a bench’ or ‘Ivan was sitting on a 
bench’

continue multiple Ivan sidel na skam’e po sredam ‘On Wednesdays Ivan sat on the 
bench’

b/c/e 1 Ivan vyigral gonku ‘Ivan won the race’
Ivan vyigryval gonku odin raz ‘Ivan won the race once’

b/c/e 4 Ivan vyigral gonku chetyre raza
Ivan vyigryval gonku chetyre raza
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duration there actually exist (e.g., the momentary he sat down vs. the prolonged he sat for an
hour) can be readily captured by the appropriate values of the PHASE parameter—BEGIN/CON-
TINUE/END and CONTINUE, respectively. 

Telicity, similarly, does not seem to warrant parameterization. While the phenomenon of telicity is
real enough, and information about resultativity of an activity should be included in the EFFECT
property of ontological events (see Section 6.7 above),77 once again, we do not see a critical
enough mass of pairs in the lexical stock of many languages to suggest parameterization of this
meaning component.78

In what follows, we illustrate the assignment of aspectual values in the microtheory of aspect in
the Mikrokosmos implementation of ontological semantics for analyzing English. Of course, in
analyzers for other languages there may be additional kinds of clues (e.g., verbal prefixation in
Slavic languages, as in the Russian zapel). Still, English examples are sufficiently representative.
First, there is a class of what we would call phasal verbs—begin, cease, commence, stop, finish,
desist from, carry on, keep, continue, etc.—whose contribution to the overall meaning of the sen-
tence in which they appear is aspectual. The aspectual value for the proposition in which a phasal
verb like begin appears will be obtained from the SEM-STRUC zone of the lexical entry for the
appropriate sense of begin: 

begin-v2
syn-struc

root begin
cat v
subj root $var1

cat n
xcomp root $var2

cat v
obj root $var3

opt +

sem-struc
event

agent value ^$var1
theme value ^$var3

aspect 
phase begin

The ASPECT property in the SEM-STRUC of begin-v2 appears at the level of proposition whose head
(marked as ^$var2) is the meaning of the (syntactic) head of the infinitival or gerundive construc-

77. The property of effect in the ontological description of events helps to cover a wide variety of important
phenomena, such as causality, entailment and many others, including telicity. Thus, ontological seman-
tics does not require any special device for representing telicity in the lexicon, as proposed by Pustejo-
vsky 1995:99-101. 

78. Many studies of aspect (e.g., Comrie 1976:44-48; Vendler 1967:102-104, where telicity was referred to
as ‘accomplishment’; Klein 1974; Dowty 1972; Verkuyl 1972, 1993) have difficulties establishing telic-
ity as a feature distinct from completion. For us, this means that this feature does not have a bona fide
semantic aspectual significance (see Section 8.5.3 below for further discussion). 
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tion occupying the xcomp position in the syntactic dependency of begin-v2, that is, the meaning
of sing in John began to sing. Phasal verbs do not have any meaning other than aspectual. The
next example illustrates how phasal value can be contributed not by a special verb but by a
closed-class lexical morpheme (either free, a preposition or a particle, or bound, an affix). In this
case, the word governing the closed-class morpheme contributes a non-aspectual meaning to the
TMR. The example below is the English phrasal verb drink up that combines the non-aspectual
meaning INGEST with the phasal value END and iteration meaning 1. The lexicon entry treats drink
up as one of the senses of drink, specifically, the one subcategorizing for the literal up rather than
for the category of preposition. The direct object of this verb is optional—both Drink up! and
Drink your milk up! are well-formed. 

drink-v23
syn-struc

root drink
cat v
subj root $var1

cat n
obj root $var2

cat n
opt +

oblique root up
sem-struc

ingest
agent value ^$var1
theme value ^$var2

sem liquid
aspect 

phase end
iteration 1

Up in drink up may be treated as a derivational morpheme. An inflectional closed-class 
morpheme—for instance, the marker of verbal tense—may also contribute to aspectual meaning. 
In combination with the lexical meanings of many verbs (e.g., lose, arrive, contribute, hide, 
refuse), the syntactic meaning of simple past tense in English adds the phasal value of BEGIN/
CONTINUE/END and the iteration value 1. The progressive tense forms, for those verbs that have 
them, would contribute the phasal value CONTINUE but they will not provide a clue for the value 
of the iteration feature. 

Aspectual values are contributed to the meaning of a proposition not only through verbs. A 
number of adverbials denoting time have aspectual meaning as well. Compare he sat on the 
bench on Wednesday and he sat on the bench every Wednesday. The aspectual value of the 
former is PHASE: CONTINUE, ITERATION: 1; that of the latter is PHASE: CONTINUE, ITERATION: 
MULTIPLE.
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wednesday-n1
syn-struc

root wednesday
cat n

sem-struc
time get-proposition-time
aspect iteration 1

In the SEM-STRUC above, get-proposition-time is the call to a function that returns an absolute
value of time that maximally includes the full date, the day of the week and the time of day. The
above meaning of wednesday captures such usages as on Wednesday, last Wednesday or next
Wednesday. We expect to be able to establish rather accurately the time relation between the time
when the text is written or read (as can be determined, for example, from the dateline of a newspa-
per article) and the Wednesday that is the time of the proposition in the sentence. We separate the
second nominal meaning of Wednesday to account for iterative events that happen on Wednes-
days, that is, to capture such usages as (he goes to the park) every Wednesday, on Wednesdays or
simply Wednesdays. This meaning is realized using three different syntactic constructions and
uses the ontological concept WEDNESDAY, a descendant of TIME-PERIOD. 

wednesday-n2
syn-struc

1 root wednesday
cat n
mods root OR every each 

2 root wednesday
cat n
number plural

3 root on
cat prep
object root wednesday

cat n
number plural

sem-struc
1 2 3 wednesday

aspect
iteration multiple

We present only the temporal meaning of every, which is reflected in the value of the element-
type property of the set that is used to represent universal quantification. The syntactic constraints
in this entry include a reference to the word that every modifies (represented as $var1). It is the
meaning of that word that is quantified, that is, is listed as the value of the element type of the set.
The filler of the SEM facet of the element type property of the format of set is present to constrain
the meaning of that word to temporal units, so that if the input is every table instead of every
Wednesday, this sense of every will not be selected. 
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every-adj2
syn-struc

root $var1
cat n
mods root every

sem-struc
time 

set1
element-type value ^$var1

sem temporal-unit
complete value yes

The multiple value of ITERATION may be contributed by an adverb such as often. Often modifies 
a verb (represented as $var1). The meaning of often is represented in exactly the same way as the 
meaning of many—the difference between these words is syntactic, as many modifies nominals. 
The meaning of often is represented as follows. There is a set, set1, of all possible occurrences of 
the EVENT marked by $var1. A subset, set2, of this set refers to all the occurrences of this EVENT 
that are referred to in the input. The property MULTIPLE of this subset represents the relative 
cardinality of the subset and the entire set in terms of the standard abstract scalar range {0,1} 
used in ontological semantics. The particular numbers in the lexicon entry represent the meaning 
of many (for comparison, the numbers 0.6-0.9 would represent the meaning of most). 

often-adv1
syn-struc

root $var1
cat v
mods root often

sem-struc
set1

element-type value ^$var1
sem event

complete value yes
set2

subset-of value set1
multiple sem 0.33-0.66

aspect
iteration multiple

The following two entries describe two of the meanings of time. Both meanings are triggered 
when the word is preceded by a number or a word with the meaning of a number—as in seven 
times or one time—which supplies the filler for the aspectual property of ITERATION. 

time-n5
syn-struc

root $var1
cat v
mods root time

cat n
number singular
mods root OR one single
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sem-struc
^$var1
aspect

iteration 1

time-n6
syn-struc

root $var1
cat v
mods root time

cat n
number plural
mods root $var2

cat number
sem-struc

^$var1
aspect

iteration ^$var2

Processing of aspectual values consists of instantiating the meanings of aspect present in the
lexical entries for all the input words and unifying them among themselves and with the clues
present in the results of syntactic analysis of the input. We posit that the absence of aspectual
clues in the lexical entries for the words in the input should lead to the assignment of the
aspectual features PHASE: CONTINUE, ITERATION: 1. 

8.5.2  Proposition Time
Propositions in the ontological-semantic TMR have the property of time—indicated through ref-
erence to the start and/or end times of the event which is the head of the proposition. The values of
time in this version of the ontological-semantic microtheory of time can be absolute and relative.
Absolute times (e.g., June 11, 2000) may be either directly reported in the input, or it might be
possible to calculate them based on the knowledge of the time of the speech act in the input sen-
tence using the procedure GET-PROPOSITION-TIME first introduced in the discussion of the lexical
entry for Wednesday in Section 8.5.1 above. 

Speech acts can be either explicit (IBM announced that it would market applications of voice rec-
ognition technology) or implicit (IBM will market applications of voice recognition technology).
The time of an explicit speech act is marked on the meaning of the communicative verbs
(announce, in the example). The time of an implicit speech act must be derived using ellipsis pro-
cessing—the simplest clue, if available, is the dateline of the article or message containing the
statement. 

If absolute times cannot be determined, a significant amount of information about temporal rela-
tions among the various propositions and speech acts in the input text can still be extracted and
represented. In fact, one and the same function can be used for determining the absolute and the
relative temporal meanings, with the difference that, in the former case, the values will be actual,
though possibly partial (for example, referring only to dates, not times of the day), absolute spec-
ifications of times, while relative times, which are partial orderings on times of events in a text,
are represented in the TMR using the operators ‘after’ (>), ‘before’ (<) and ‘at’ (=) applied to start
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and end points of other events, even if the absolute times of these referent events are unknown. As
a shorthand, we allow the ‘=’ operator to apply to time intervals. In such cases, the semantics of
the operator is cotemporaneity of those intervals. 

A detailed example of calculating propositional temporal meaning at the grain size of dates is
given below. This procedure will allow the specification of absolute times if the time of speech is
known to the system and relative times otherwise. The function given in the example details how
to determine the temporal meaning of the sentence he will leave on <day-of-the-week>, where
<day-of-the-week> is any of {Monday, ..., Sunday}. The function is described in pseudocode for
legibility. 

get-proposition.time := 
case day-of-the-week

monday
case get-speech-act.time 

tuesday = speech-act.time.date + 679

wednesday = speech-act.time.date +5
thursday = speech-act.time.date + 4
friday = speech-act.time.date + 3
saturday = speech-act.time.date + 2
sunday = speech-act.time.date + 180

monday = speech-act.time.date + 781

undetermined AND (> speech-act.time.date + 1) (< speech-act.time.date + 7)
tuesday
case get-speech-act.time 

tuesday = speech-act.time.date + 7
wednesday = speech-act.time.date + 6
thursday = speech-act.time.date + 5
friday = speech-act.time.date + 4
saturday = speech-act.time.date + 3
sunday = speech-act.time.date + 2
monday = speech-act.time.date + 1
undetermined AND (> speech-act.time.date + 1) (< speech-act.time.date + 7)

wednesday
case get-speech-act.time 

tuesday = speech-act.time.date + 1
wednesday = speech-act.time.date + 7
thursday = speech-act.time.date + 6
friday = speech-act.time.date + 5
saturday = speech-act.time.date + 4
sunday = speech-act.time.date + 3
monday = speech-act.time.date + 2
undetermined AND > (speech-act.time.date + 1 < speech-act.time.date + 7)

79. The number added to the speech act time here and elsewhere in the example stands for the number of
days.

80. This input is unlikely to occur. The correct input would be ‘tomorrow.’
81. This input is unlikely to occur. If this analysis facility serves a human-computer dialog system, the sys-

tem should in this state generate a clarification question: “Do you mean today or in a week’s time?”
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thursday
case get-speech-act.time 
tuesday = speech-act.time.date + 2
wednesday = speech-act.time.date + 1
thursday = speech-act.time.date + 7
friday = speech-act.time.date + 6
saturday = speech-act.time.date + 5
sunday = speech-act.time.date + 4
monday = speech-act.time.date + 3
undetermined AND (> speech-act.time.date + 1) (< speech-act.time.date + 7)

friday
case get-speech-act.time 

tuesday = speech-act.time.date + 3
wednesday = speech-act.time.date + 2
thursday = speech-act.time.date + 1
friday = speech-act.time.date + 7
saturday = speech-act.time.date + 6
sunday = speech-act.time.date + 5
monday = speech-act.time.date + 4
undetermined AND (> speech-act.time.date + 1) (< speech-act.time.date + 7)

saturday
case get-speech-act.time 

tuesday = speech-act.time.date + 4
wednesday = speech-act.time.date + 3
thursday = speech-act.time.date + 2
friday = speech-act.time.date + 1
saturday = speech-act.time.date + 7
sunday = speech-act.time.date + 6
monday = speech-act.time.date + 5
undetermined AND (> speech-act.time.date + 1) (< speech-act.time.date + 7)

sunday
case get-speech-act.time 

tuesday = speech-act.time.date + 5
wednesday = speech-act.time.date + 4
thursday = speech-act.time.date + 3
friday = speech-act.time.date + 2
saturday = speech-act.time.date + 1
sunday = speech-act.time.date + 7
monday = speech-act.time.date + 6
undetermined AND (> speech-act.time.date + 1) (< speech-act.time.date + 7)

The above function can be extended for treating such sentences as he left on <day-of-the-week>,
he leaves next week / month / year, he returns in <number> minutes / hours/ days / weeks / months
/ years, etc.

Proposition time is assigned not only when there is an overt lexical reference to time in the input,
as in the above examples. In fact, most sentences and clauses in input texts will contain references
to times through tense markers on verbs. In such cases, relative time values will be introduced in
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the propositions, with time marked with reference to the time of speech. Thus, simple past tense
forms will engender time values < SPEECH-ACT.TIME in the TIME property of the relevant proposi-
tion. 

If both a tense marker and an overt lexical time reference are present in the input, the temporal
information can be recorded in the TMR multiply, both as an absolute and a relative reference to
time filling the TIME property of the same proposition. Usually, they will be in agreement with
each other, e.g., a statement issued on June 12, 2000, that the President left for Camp David on
June 9, 2000. Occasionally, however, there may be a discrepancy, as in a statement issued on June
12, 2000, which reads as follows, It may turn out on June 15, 2000, that the President left for an
emergency Middle East summit on June 14. In the case when the temporal meanings clash, the
absolute reference gets priority. 

While the above examples involve time references to points (or at least are interpreted as such),
overt references to time intervals are equally frequent in texts, e.g., the meeting lasted for five
hours or the meeting lasted from 10 a.m. till 3 p.m. In such cases, temporal meanings are encoded
using the start and end points of the intervals. Similarly to the case with point references to time,
both relative and absolute (or partial absolute) values are acceptable. 

8.5.3  Modality
Consider the following English verbs: plan, try, hope, expect, want, intend, doubt, be sure, like
(to), mean, need, choose, propose, want, wish, dread, hate, loathe, love, prefer, deign, disdain,
scorn, venture, afford, attempt, contrive, endeavor, fail, manage, neglect, undertake, vow, envis-
age. Their meanings have much in common. They all require complements that are infinitival or
gerundive constructions (that is, modifying another verb) and their meanings express an attitude
on the part of the speaker toward the content of the proposition headed by the meaning of the verb
that the verbs from the above list modify. The syntactic similarity of these verbs is not terribly
important. Indeed, there are verbs in English (e.g., help or forget) with the same syntactic behav-
ior but whose meaning is not attitudinal. As is customary in linguistic and philosophical literature,
we refer to these attitudinal meanings as modal (cf., e.g., Jespersen 1924: 313—where the term
‘mood’ is used for modality; Lyons 1977: 787-849). Unlike most linguists and philosophers (Fill-
more 1968: 23; Lewis 1946: 49; Palmer 1986: 14-15), ontological semantics limits the category of
modality to just these attitudinal meanings, having posited ASPECT and TIME as parameters in their
own right. The grammatical counterparts of these, the categories of aspect, tense and mood, are
treated as clearly distinct from the above semantic categories, though they provide clues for
assigning various values of the ontological semantic parameters. 

As shown in Section 7.1.1 above, modalities in ontological semantics are represented in the fol-
lowing format:

modality
type epistemic | epiteuctic | deontic | volitive | potential | evaluative | saliency
attributed-to *speaker*
scope <any TMR element>
value [0.0, 1.0]
time time
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Modalities can scope over entire propositions, proposition heads, other concept instances or even
instances of properties. Note that MODALITY.TIME is often different from PROPOSITION.TIME, as in
I was sure they would win, said about yesterday’s game. 

Epistemic modality expresses the attitude of the speaker toward the factivity of the proposition in
the scope of the modality. As Lyons (1977:793) correctly points out about epistemic modality,
“there is some discrepancy ... between the sense in which philosophers employ the term and the
sense in which it has come to be used in linguistic semantics.” While “epistemic logic deals with
the logical structure of statements which assert or imply that a particular proposition, or set of
propositions, is known or believed,” epistemic modality in ontological semantics measures the
degree of certainty with regard to the meaning of a proposition on the part of the speaker. 

The values of epistemic modality range from “The speaker does not believe that X” (value 0)
through “The speaker believes that possibly X” (value 0.6) to “The speaker believes that X”
(value 1). In what follows we present examples of the use of epistemic modality in TMR frag-
ments for actual texts. 

Nomura Shoken announced that it has tied up with Credit 109.

modality-2
 type            epistemic
attributed-to   corporation-11
scope          merge-6
time            < speech-act.time
value 1.0

For every proposition in TMR there will be an epistemic modality scoping over it. When there are
no overt clues for the value of this modality, that is, when a statement is seemingly made without
any reference to the beliefs of the speaker (as, in fact, most statements are), then it is assumed that
the value of the epistemic modality is 1.0. There may be additional epistemic modalities scoping
over parts of the proposition, as mentioned above. For example, in the TMR for the sentence
below, two epistemic modalities are captured. The first modality is practically a default value. It
simply says that somebody actually made the assertion and there are no clues to the effect that this
could not have happened. The second modality is more informative and says that the amount of
investment given in the input sentence is only estimated and not known for a fact, and we record
this by assigning the value of the modality at 0.8-0.9. If the word guessed were used instead of
estimated, the value would go down to 0.3-0.7. 

The amount of investment in the joint venture is estimated at 34 million dollars.

modality-5
type            epistemic
attributed-to *speaker*
scope           invest-43
value 1.0
time           < speech-act.time
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modality-6
type            epistemic
attributed-to *speaker*
scope           invest-43.theme
value 0.8-0.9
time           < speech-act.time

Epistemic modality is the device of choice in ontological semantics for representing negation:

The energy conservation bill did not gain a sufficient number of votes in the Senate. 

modality-7
type            epistemic
attributed-to *speaker*
scope           make-law-33
value 0.0
time           < speech-act.time

Epiteuctic82 modality scopes over events and refers to the degree of success in attaining the
results of the event in its scope. The values of epiteuctic modality range from complete failure
with no effort expended as in they never bothered to register to vote (value 0) to partial success in
they failed to recognize the tell-tale signs of an economic downturn (value 0.2-0.8) to near success
in he almost broke the world record in pole vaulting (value 0.9) to complete success in they
reached the North Pole (value 1.0). 

Epiteucticity may be seen as bearing some resemblance to the notion of telicity. In standard exam-
ples (Comrie 1976: 44-45), “[s]ituations like that described by make a chair are called telic, those
like that described by sing atelic. The telic nature of a situation can often be tested in the follow-
ing way: if a sentence referring to this situation in a form with imperfective meaning (such as the
English Progressive) implies the sentence referring to the same situation in a form with perfect
meaning (such as the English Perfect), then the situation is atelic; otherwise, it is telic. Thus from
John is singing one can deduce John has sung, but from John is making a chair one cannot
deduce John has made a chair. Thus a telic situation is one that involves a process that leads up to
a well-defined terminal point, beyond which the process cannot continue.” 

We have several serious problems with telicity. First, is it a property of the meaning of a verb or is
it not? Sing is atelic but sing a song is telic. Worse still, making a chair is telic but making chairs
is atelic. More likely, it is the situation described by a text rather than the semantic property of a
verb that can be telic or atelic. Recognizing this, Comrie remarks that “provided an appropriate
context is provided, many sentences that would otherwise be taken to describe atelic situations
can be given a telic interpretation.” However, we cannot accept Comrie’s final positive note about
telicity: “although it is difficult to find sentences that are unambiguously telic or atelic, this does
not affect the general semantic distinction made between telic and atelic situations.” The reason
for that is that texts in natural languages are not normally ambiguous with regard to telicity. As

82. From the Classical Greek for ‘success.’
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ontological semantics is descriptive in nature, it has a mandate to represent the intended meaning
of input texts. If even people cannot judge the telicity of most inputs but are still able to under-
stand the sentences correctly, then one starts to suspect that the category of telicity is spurious: it
does not contribute any useful heuristics for successful representation of text meaning.83

We also have problems with Comrie’s test. It works well in English. It does not seem to “trans-
late” well into other languages, such as, for instance, Russian. The Russian equivalent of the
English Progressive for pet’ ‘sing’ is poju ‘(I) sing’ or ‘(I) am singing.’ The equivalent of the
English Perfect is spel ‘have sung,’ and it is not implied by poju. To complicate matters even fur-
ther, the difference between Russian perfective and imperfective verbs referring to the same basic
event is derivational, and therefore lexical rather than inflectional and therefore grammatical. In
fact, we suspect that it is the neatness of the above English test that suggested the introduction of
the concept of telicity in the first place. As we argued in Section 4.2 above (see also Section
3.5.2), there is no isomorphism between syntactic and semantic distinctions, so we are not sur-
prised that telicity is hard to pin down semantically.84

Epiteucticity also resembles Vendler’s (1967) accomplishment and achievement aktionsarten.
Vendler associates accomplishments with durative events and achievements with punctual ones.
We have found a use for this distinction in ontological semantics, and epiteucticity seems to cover
both these aktionsarten. Ontological semantics also easily accommodates the phenomena that
gave rise to the discussions of telicity. The content of fillers of the EFFECT property of events in
the ontology describes the consequences and results of the successful completion of events. Inter-
estingly, some of these events would be characterized as atelic. For example, one of the effects of
the event BUILD is the existence of the THEME of this event; one of the effects of SLEEP, clearly an
atelic event, is that the PATIENT of SLEEP is refreshed and is not sleepy anymore. 

Unlike telicity, epiteucticity passes the procedural test in ontological semantics—we need this
modality to account for the meanings of such English words as fail, neglect, omit, try, attempt,
succeed, attain, accomplish, achieve as well as almost, nearly, practically (cf. Defrise’s 1989 in-
depth analysis of the meaning of the French presque). 

Deontic modality in ontological semantics deals with the semantics of obligation and permission.
“Deontic modality,” Lyons (1977: 823) writes, “is concerned with the necessity or possibility of

83. Another example of a widely promulgated distinction in linguistic theory that we have shown to be de-
void of utility for ontological semantics is the dichotomy between attributive and predicative syntactic
constructions for adjectives (see Raskin and Nirenburg 1995). Categories like these make us wonder
whether the litmus test for introducing a theoretical construct should not be its utility for language pro-
cessing. In other words, in our work, we oppose introducing distinctions for the sole reason that they
can be introduced if this does not help resolve any problems in automatic analysis and synthesis of nat-
ural language texts. Theoretical linguistics does not follow this formulation of the Occam’s razor princi-
ple. 

84. In more recent literature, the term ‘telic’ was reintroduced by Pustejovsky (1995) as the “purpose and
function,” an “essential aspect of a word’s meaning.” The examples of English nominal meanings that
include the property of telicity show that this property is similar to the lexical function Oper of Mean-
ing-Text theory (e.g., Mel’cvuk 1974), essentially meaning “the typical operation performed with an ob-
ject.” These examples do not make the nature of the telic/atelic dichotomy clear simply because they do
not make use of any such distinction, at least not in Comrie’s terms.
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acts performed by morally responsible agents” (see Section 1.1 above). This modality is used to
express the speaker’s view that the agent of the event described in the proposition within the
scope of a deontic modality statement is either permitted to carry out the event or is actually under
an obligation to do so. 

The scale of deontic modality measures the amount of free will in the actions of an agent: uncon-
strained free will means zero obligation or maximum permissiveness; rigid obligation means
absence of free will. The polarity of the scale does not matter much. Ontological semantics
defines 0.0 as the value for the situations of unconstrained free will, while the other extreme
(value 1.0) of the scale corresponds to the situations of absence of free will, or unequivocal obli-
gation. The values of deonticity in the examples below range from no obligation whatsoever in
(53) (value 0.0), to some hint of a non-binding obligation in (54) (value 0.2) to the possibility of
an obligation in (55) (value 0.8) to an absolute obligation in (56) (value 1.0). 

(53)     British Petroleum may purchase crude oil from any supplier.
(54)     There is no stipulation in the contract that Disney must pay access fees to cable providers. 
(55)     Kawasaki Steel may have to sell its South American subsidiary. 
(56)     Microsoft must appeal the decision within 15 days. 
To give but one example, the modality for (56) will be recorded as follows:

modality-9
type            deontic
attributed-to *speaker*
scope           appeal-6
value 1.0
time           > speech-act.time

Ontological semantics analyzes negative deonticity as in I do not have to go to Turkey as a zero
epistemic modality scoped over the deontic modality value of 1.0 (deduced from the lexical clue
have to in the input). 

Volitive modality expresses the degree of desirability of an event. Among the English words that
provide lexical clues for volitivity are: want, hope, plan, wish, desire, strive, look forward to, be
interested in, etc. The scale of the volitive modality corresponds to the intensity of the desire. For
example, in also angling for a solid share in the Philippine rolled steel market is Nissho Iwai
Corp., the volitive modality value is as follows:

modality-19
type            volitive
attributed-to *speaker*
scope           acquire-8
value > 0.7
time           > speech-act.time

Potential modality deals with meanings that describe the ability of the agent to perform an action.
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These meanings are carried by modal verbs such as can and could, as well as other lexical clues,
such as be capable of, be able to, etc. The scale of the potential modality goes from “Action is not
doable by Agent” (value 0) through “Action is definitely doable by Agent” (value 1.0). For exam-
ple, in less than 90% of California’s power demand can be met by in-state utilities the value of the
potential modality is as follows:

modality-21
type            potential
attributed-to *speaker*
scope           provide-67
value 1.0
time           = speech-act.time

Evaluative modality expresses attitudes to events, objects and properties. One can also evaluate
another modality. Evaluation goes from the worst, from the speaker’s point of view (value 0.0) to
the best (value 1.0). English lexical clues evoking evaluative modality include such verbs as like,
admire, appreciate, praise, criticize, dislike, hate, denigrate, etc. as well as such adjectives as
good or bad. As we have shown elsewhere (Raskin and Nirenburg 1995, 1998), such adjectives
provide one of the clearest examples of syntactic modification being distinct from semantic mod-
ification: the meanings of these adjectives express evaluative modality and do not modify the
meaning of the nouns they modify syntactically. The meanings of John said that he liked the book
he had finished yesterday and John said that he had finished a good book yesterday are identical
and contain the following element:

modality-23
type            evaluative
attributed-to *speaker*
scope           book-3
value > 0.7
time           < speech-act.time

Saliency modality expresses the importance that the speaker attaches to a component of text
meaning. Unlike most of the other modalities, saliency does not usually scope over an entire prop-
osition. This is made manifest in the paucity of verbal clues for saliency scoping over proposi-
tions. Indeed, this list seems to be restricted to constructions in which important, unimportant and
their synonyms introduce clauses, e.g., It is unimportant that she is often late for work, where a
low value of saliency scopes over she is often late for work. There are many more cases in which
saliency scopes over objects, as manifested by dozens of adjectives with meanings synonymous
or antonymous to important. 

Ontological semantics also uses saliency to mark the focus / presupposition (or topic / comment,
or given / new, or theme / rheme) distinction (see Section 3.6 above). In the sentence the man
came into the room, the man is considered the given and came into the room, the new. In the sen-
tence a man came into the room the given and the new are reversed. English articles, thus, provide
lexical clues for the given / new distinction. Not every sentence is as easy to analyze in terms of
the given / new distinction. Some sentence elements cannot be categorized as either given or new,
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e.g., works as in my father works as a teacher. While my father and a teacher may change places
as given and new depending on the context, works as always remains “neutral.” The most serious
difficulty with recognition and representation of this distinction is, however, its contextual depen-
dence and the complexity and variety of textual clues for it as well as its wandering scope. Indeed,
the clues can be present outside the sentence, outside the paragraph and even outside the entire
discourse. Clearly, ontological semantics expends a limited amount of resources for the recovery
of this distinction, specifically, it relies on those lexical clues that are readily available. 

The saliency modality is also used to represent special questions. As we indicated above (see Sec-
tion 6.7 above), some fillers of TMR properties remain unbound after the analysis of a text—
because there was no mention of such property or filler there. For example, the TMR for the
phrase the brick house will bind the property of MATERIAL but will leave the properties such as
SIZE or COLOR of the concept instance of HOUSE unfilled. In order to formulate the question What
color is this house? we include a saliency modality with a high value scoped over the property of
COLOR in the frame for HOUSE. Note that this question may either appear in the text or be posed by
the human interlocutor in a human-computer question answering system. 

8.6 Processing at the Suprapropositional Level

When both the basic semantic dependencies and the proposition-level microtheories have been
processed, it is time to take care of those properties of the text that scope over multiple proposi-
tions, possibly, over the entire text. In the present implementation of ontological semantics, we
have identified the following microtheories at this level: reference, discourse and style. The com-
paratively tentative tone of the sections that follow reflects reality: in spite of many attempts and a
number of proposals, the state of the art offers little reliable knowledge on these phenomena and
few generally applicable processing techniques for them. The current implementations of onto-
logical semantics do not include fully blown microtheories of reference, discourse and style,
either. We do believe, however, that ontological semantics enhances the chances for these phe-
nomena to be adequately treated computationally. This hope is predicated on the fact that no other
approach benefits from overt specification of lexical and compositional meaning as clues for
determining the values for these phenomena.

8.6.1  Reference and Co-Reference
The creation of a TMR is a proximate goal of text analysis in ontological semantics. The TMRs
contain instances of ontological concepts—events and objects. These instances may be mentioned
for the first time in the sum total of texts processed by an ontological semantic processor. Alterna-
tively, they can refer to instances that have already been mentioned before. 

In the discussion that follows we assume that the particular ontological semantic system opts to
retain the knowledge accumulated during its operation, and we expect most of the systems to fol-
low this route. In this regard, ontological semantics seems to be the first semantic theory that
understands the importance of retaining knowledge for accurate meaning representation. In gen-
eral, it is fair to say that descriptive linguistics is not interested in the actual usages of linguistic
expressions, limiting itself to their potential rather than realized meanings. It is hard to imagine in
linguistic literature a situation where the description of the sentence The cat is black includes any
information about the identity of the cat, those of the speaker and the hearers, the time and place
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and other parameters of the actual utterance. 

Specific utterances of linguistic expressions have never been in the center of linguistic interest
even though studying the use of the definite and indefinite articles in English and of the equiva-
lent devices in other languages (see Raskin 1980) calls for the introduction of the notion of instan-
tiation. Bally’s (1950) venture into ‘articulation,’ his term for instantiation, is a rare exception.
The use of object instances would provide a much better explanation of determiner usage than
those offered in literature, most of it prescriptive and, therefore, marginal to linguistics. The phi-
losophy of language (see, e.g., Lewis 1972) has attempted to accommodate instantiation by index-
ing such arguments as speaker, hearer, time, place, etc. in the propositional function. And while
the difference between variables and indexed constants has seeped into formal semantics (see
Section 3.5.1 above), no actual descriptions have been produced, as neither the philosophy of lan-
guage nor formal semantics are interested in implementing linguistic descriptions. 

Instantiation is, of course, very much in the purview of natural language processing. It is precisely
because ontological semantics deals both with standard linguistic descriptions that never refer to
instances and the description of specific utterances that it claims standing in both theoretical and
computational linguistics. 

If an unattested instance appears in a text, a knowledge-retaining ontological semantic processing
system would store it in the Fact DB, giving it a new unique identifier. When an instance has
already been mentioned before, it is appropriate to co-index a new mention of the same concept
instance with the previous mentions of the same instance. The former process establishes refer-
ence, the latter, co-reference. 

We define co-reference as identity of two or more instances of ontological concepts appearing in
TMRs. Instantiation in ontological semantics is the device for expressing the phenomenon of ref-
erence. Thus, for us, co-reference is a kind of reference. References to instances of objects and
events can be made using such expressive means as:

• direct reference by name, as in Last week Bill Clinton went on an official visit to Turkey, 
Greece and Kosovo;

• pronominalization and other deictic phenomena, as in The goal of his visit to these countries 
was to strengthen their ties with the United States;

• indefinite and definite descriptions of various kinds, as in This was the President’s first trip 
to the Eastern Mediterranean.

• ellipsis, as in He traveled [to Turkey, Greece and Kosovo - elided] by Air Force One;
• non-literal language (that is, metaphors, metonymies and other tropes), as in The White 

House (metonymy) hope that the visit will stem the tide (metaphor) of anti-American protests 
in Greece. 

The literature on co-reference (Hobbs 1979, Aone and Bennett 1995, Shelton 1997, Baldwin
1997, Azzam et al. 1998, Mitkov 2000) tends to focus centrally on objects, usually realized in lan-
guage as noun phrases. We extend the bounds of the phenomenon of co-reference to event
instances. In the current format of the TMR, objects and events are the only independently instan-
tiated ontological entities. Therefore, in our approach, co-reference can exist only among inde-
pendent instances of ontological concepts and can be defined also as reference to the same
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concept instance, which entails the identity of all properties and their values. Identical attribute
values introduced by reference (as in My street is as broad as yours) are represented by direct
inclusion of the actual value, in this case, street width, in the TMR for both streets. At the same
time, the techniques that languages use to introduce co-reference and, therefore, the processing
techniques with regard to co-reference, are also used for marking reference of this and other
kinds. These techniques are based on economical devices that natural language has for establish-
ing property values in one concept instance by saying that they are the same as those in another.
This is not reference proper if by reference we understand a relationship between language
expressions and instances of ontological events or objects. Here we have a relationship between
language expressions and properties of ontological instances.

For instance, in (57), then refers to June 1985, therefore the time of Mary not knowing the fact
that John was thinking of leaving the army is also set to June 1985. What this means is that the
value of the time property for the first event, John’s thinking about leaving the Army, is men-
tioned directly, in absolute terms (see Section 8.5.2 above); the time property for the second
event, Mary’s not knowing this, gets the same value by virtue of a correct interpretation of the
meaning of then.

(57)     In June 1985, John was already thinking of leaving the Army, and Mary did not know it
then. 

Examples in (58) and (59) illustrate how the same mechanism works for other parametric proper-
ties—aspect and modality. Both sentences introduce two event instances, for one of which the
values of modality and aspect are established directly, while for the other, the same values are
recorded through a correct interpretation of the meaning of so did.

(58)     Every Wednesday Eric sat in the park, and so did Terry.
(59)     Brian wanted to become a pilot, and so did his brother. 

Processing reference involves first identifying all the potentially referring expressions in textual
inputs. This is carried out in ontological semantics by the basic semantic dependency builder (see
Section 8.2 above) which, when successful, generates all the object and event instances licensed
by the input. The next step is to decide for each instance whether it appears in the input text for the
first time or whether it has already been mentioned in it. The final result of this process is estab-
lishing the chains of co-reference relations within a single text. 

Next, for each co-reference chain or single reference found in the text we need to establish
whether the ontological semantic system already knows about this instance, that is, whether it is
already listed in the nascent TMR or the Fact DB. If the latter contains the appropriate instance,
the information in the input text is used to update the knowledge about that instance: for example,
if the TMR or the Fact DB already contains information about Eric from (X1) then we will only
need to add the knowledge about his park visiting habits—unless that information is already listed
there. If no such instance exists, it is created for the first time. In general, as schematically illus-
trated in Figure 20, the content of the Fact DB is used, together with that in the nascent TMR, as
background world knowledge in routine semantic analysis, that is, the previously recorded infor-
mation is made available to the analyzer, the inference maker or the generator when they process
a new mention of the same ontological instance. It is noteworthy, however, that in practical imple-
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mentations of ontological semantics, information is recorded in the Fact DB selectively, to suit the
needs of the application at hand (see Section 9.4 below). 

The processing of reference relies on a variety of triggers and clues. The most obvious triggers in
natural language are pronouns, certain determiners, and other indexical expressions (Bar Hillel
1954, Lewis 1972). Once such a trigger is found in a text, a text-level procedure for reference res-
olution is called. Less obviously, any language expression that refers to an event or object
instance triggers the text-level reference resolution procedure. As usual, ontological semantics
includes available clue systems in its microtheory of reference resolution, e.g., the numerous heu-
ristics proposed for resolving deixis, anaphora and cataphora in natural languages (Partee 1984b,
Reinhart 1983, Webber 1991, Fillmore 1997, Nunberg 1993, Mitkov and Boguraev 1997). Most
of these proposals cannot use semantic information. Most systems and approaches simply disre-
gard semantics and base their clues on morphological and syntactic properties (e.g., matching
grammatical gender between a personal pronoun and a noun casts a vote for their co-referential-
ity). Those approaches that include semantics in their theoretical frameworks uniformly lack any
descriptive coverage for developing realistic semantic clues for reference resolution. 

What triggers the Fact DB-level reference resolution procedure is the set of single references and
co-reference chains established as a result of text-level reference resolution. The clues for deter-
mining co-reference here include matching or congruency values of all ontological properties. For
example, if a Fact DB entry says about John Smith that he resides at 123 Main St. in a certain
town and the new text introduces an instance of John Smith at the same address, this state of
affairs licenses co-reference. Co-reference may be established not only by exact matching but also
by subsumption: if the instance in the Fact DB says about John Smith that he is between 60 and 75
years of age while the instance obtained from a new text says that he is between 65 and 70, this
difference will not necessarily lead to refusing co-reference.

Database-level reference-related operations involve not only resolution but also inference-making
routines typically used when a system (e.g., a question answering or an MT system) seeks addi-
tional information about a fact, specifically, information that was not necessarily present in an
input text (in the case of question answering, the text of a query). Such information may be
needed for several purposes, for example, to find an answer to a question or to fill an information
extraction template or to find the most appropriate way to refer to an entity in the text that a sys-
tem is generating. For example, the Fact DB stores many event instances in which a particular
object instance participates, so that if a system seeks a definite description to refer to George W.
Bush, it might find the fact that he won the 2000 Presidential election, and generate the definite
description “the winner of the 2000 election.”

In the TMR of a text, reference is represented as a set of co-reference chains found in this text by
the reference resolution routine. Each such chain consists of one (reference) or more (co-refer-
ence) concept instances. The instances in a chain may come either from the same proposition or,
more frequently, from different propositions. It is because of the latter fact that reference and co-
reference phenomena have been assigned to the suprapropositional level (see Section 6.4 above).

8.6.2  TMR Time
This suprapropositional parameter is organized similarly to reference in the sense that it also con-
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tains sequences of proposition-level values. While in the case of co-reference, each chain estab-
lishes identity of its links, each chain in TMR time states a partial temporal ordering of
proposition-level time values. In the literature on processing temporal expressions (Allen 1984,
Allen and Hayes 1987, Shoham 1987, Gabbay et al. 1994, 2000) less attention has been paid to
TMR time than to proposition time. Moreover, this literature typically does not focus on any dis-
covery procedures or heuristics for extracting time values from text, concentrating instead on the
formalism for representation of those values, once they are determined. Establishing and repre-
senting partial temporal orderings is a complex task, as usually there are few explicit clues in texts
about relative order of events.

The process of determining TMR time takes a set of proposition-level times as input and attempts
to put all of them on a time axis or at least order them temporally relative to each other, if none of
the time references is absolute. As it is not expected that an absolute ordering of time references is
attainable—texts typically do not specify such an absolute ordering, as it is seldom critical to text
understanding—the output may take one of two forms. For those chains that include absolute time
references, an attempt would be made to place them on a time axis, so that the result of TMR-
level time processing will be a set of time axes, with several time references marked on each.
Alternatively, if a connected sequence of time references does not include a single absolute time
reference, the output takes the form of a relative time chain.

No chain can contain two temporal references for which the temporal ordering cannot be estab-
lished. For example, consider the following text: Pete watched television and Bill went for a walk
before they met in the pub. Three event instances will be generated by the semantic analyzer. The
proposition-level time microtheory will establish two temporal relations stating that the meeting
occurred after Pete watched TV and that it occurred also after Bill went for a walk. There is no
way of determining the relative temporal ordering of Pete’s and Bill’s individual actions. There-
fore, the TMR time microtheory will yield two partial temporal ordering chains, not one. 

8.6.3  Discourse Relations
Discourse relations are also a suprapropositional phenomenon. However, they are treated and rep-
resented in an entirely different way from reference. Unlike reference, discourse relations are
ontological concepts. They form a subtree of the RELATION tree in the PROPERTY branch in the
ontology. The incomplete but representative set of discourse relations in Figure XX, with their
properties specified, has been developed by Lynn Carlson at NMSU CRL in the framework of the
discourse relation microtheory within ontological semantics (see also Carlson and Nirenburg
1990 and Nirenburg and Defrise 1993 for earlier versions). 
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The approach of ontological semantics to discourse analysis differs from that taken by current and
recent research in this field (Grosz and Sidner 1986; Mann and Thompson 1988; Webber 1991,
Marcu 1999). That research, by necessity, establishes discourse relations over elements of text—
sentences and clauses; in ontological semantics the fillers for the domain and range of discourse
relations are TMR propositions. Like all the other approaches, however, in defining and using dis-
course relations, ontological semantics seeks to establish connectivity over an entire text by con-
necting meanings of individual propositions with the help of discourse relations. 

Discourse relations in a text are established using both textual and conceptual clues. Like all the
approaches to discourse analysis, the current ontological semantic microtheory of discourse anal-
ysis uses all the well-known lexical and grammatical clues. Lexically, it is done using the mean-
ings of words like the English so, finally, therefore, anyway, however, most prepositions ranging
over clauses (e.g., After John finished breakfast he drove off to work). and others. Grammatically,
the clues can be found, for instance, in the relative tense and aspect forms of verbs in the matrix
and a subordinate clause: Having finished breakfast, John drove off to work. Ontological seman-
tics adds the opportunity to use conceptual expectation clues. If, for example, two or more propo-
sitions are recognized as components in the same complex event stored in the ontology, then, even
if the overt textual clues are missing, the discourse analysis module will establish discourse rela-
tions among such propositions based on the background world knowledge from the ontology or
the Fact DB, in the case when the corresponding complex event was already instantiated and
recorded there. Additional discourse analysis clues are provided by the co-reference chains in the
TMR. 

It is well-known both in theoretical and computational discourse analysis that the current state of
the art fails to supply comprehensive and definitive solutions for the problem. Specifically for the
purposes of developing computational applications, there are much too few reliable and broadly
applicable discovery procedures for establishing discourse relation values. While the blame for
that may be assigned by some to the lack of trying, we believe that the asemantic approaches are
inherently doomed to fail in supplying the necessary results. We hope that the addition of concep-
tual clues will facilitate progress in discourse analysis. 

 Figure 39. The 
top level of the subtree of discourse relations in the CAMBIO/TIDES 
implementation of the ontology
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8.6.4  Style
Style is a suprapropositional parameter that is given a value through the application of a function
over the values of specific propositional parameters. In other words, the style of an entire text is
calculated on the basis of style values generated for individual propositions. Just as in the case of
discourse analysis, the clues for establishing style may be textual or conceptual, with only the
former familiar from literature on stylistics (e.g., DiMarco and Hirst 1988, Hovy 1988, Tannen
1980, Laurian 1986). With respect to textual clues, the literature on text attribution (e.g., Somers
1998) contains methods that can be helpful for determining the values of style properties as
defined in Section XX above. These methods tend to operate with the help of a predefined limited
set of clues (or a small set of statistical regularities to watch), not systematically connected with
the lexicon. In ontological semantics, however, the stylistic zone of the lexicon provides blanket
coverage of constituent stylistic values that are supplied as arguments to the style computation
function. The stylistic zone of the lexicon was present in the Mikrokosmos implementation of
ontological semantics but did not make it into the CAMBIO/CREST one—only because in nei-
ther implementation, the application did not call for a procedure that used the knowledge in that
zone. Note that grammatical information contributing to determination of style values, from such
obvious phenomena as the length and complexity of sentences to the more subtle case of the per-
sistent use of passive voice in a text that signifies a higher level of formality than the use of active
voice, can be used both in asemantic and ontological semantic approaches. 
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9.  Acquisition of Static Knowledge Sources for Ontological Semantics
In Chapter 2, we define theory as a set of statements that determine the format of descriptions of
phenomena in the purview of the theory. A theory is effective if it comes with an explicit method-
ology for acquiring these descriptions. A theory associated with an application is interested in
descriptions that support the work of an application. We illustrated these relationships in Figure
40. Here we reproduce a modified version of that figure that specifies how that schema applies not
to any application-oriented theory but concretely to ontological semantics (the interpretation of
the general notions, given in red, for ontological semantics is given in green in the figure). 

To recapitulate, the theory of ontological semantics includes the format and the semantics of the
TMR, the ontology, the Fact DB, the lexicons and the onomasticons as well as the generic pro-
cessing architecture for analysis of meaning and its manipulation, including generation of text off
of it. The description part in ontological semantics includes all the knowledge sources, both static
and dynamic (generic procedures for extraction, representation and manipulation of meaning),
implemented to provide full coverage for a language (or languages) and the world. In practice,
ontological semantic description is always partial, covering only a subset of subject domains and
sublanguages, and constantly under development, through the process of acquisition and as a side
effect of the operation of any applications based on ontological semantics. 

The methodology of ontological semantics consists of acquisition of the static knowledge sources
and of the procedures for producing and manipulating TMRs. We addressed the latter in Chapter 8
above. Here, we focus on the former. In our presentation, we will not focus on the methodology of
specific applications of ontological semantics beyond restating (cf. Section 6.7 above) that TMRs
may be extended in a well-defined way to support a specific application and that such an exten-
sion may require a commensurate extension and/or modification of the static resources used by
the application. We will start with a general discussion of the attainable levels of automation for
acquiring static knowledge sources in ontological semantics. We will then address the specific
techniques of acquisition for each of the static resources, ontology, Fact DB, lexicon, and ono-
masticon.

9.1 Automating Knowledge Acquisition in Ontological Semantics

Knowledge-based applications involving natural language processing have traditionally carried
the stigma of being too expensive to develop, difficult to scale up and to reuse as well as incapable
of processing a broad range of inputs.85 The opinion about the high price of development was due
to the perceived necessity to acquire all knowledge manually, using highly-trained and, therefore,

85. “Today's state-of-the-art rule-based methods for natural language understanding provide good perfor-
mance in limited applications for specific languages. However, the manual development of an under-
standing component using specific rules is costly as each application and language requires its own
adaptation or, in the worst case, a completely new implementation. In order to address this cost issue,
statistical modeling techniques are used in this work to replace the commonly-used hand-generated
rules to convert the speech recognizer output into a semantic representation. The statistical models are
derived from the automatic analyses of large corpora of utterances with their corresponding semantic
representations. To port the semantic analyzer to different applications it is thus sufficient to train the
component on the application- and language-specific data sets as compared to translating and adapting
the rule-based grammar by hand” (Minker et al. 2000, xiv).
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expensive, human acquirers. The difficulty in scaling up was believed to reflect the deficiencies in
description breadth, or coverage of material, in the acquisition task for any realistic application.
The all-too-real failure of knowledge-based processors on a broad range of inputs was attributed
to the lack of depth (or, using our terminology, coarseness of the grain size) in the specification of
world and language knowledge used by the meaning manipulation procedures. 

In the consecutive implementations of ontological semantics, the above problems have been pro-
gressively addressed. While we cannot claim to have completely eliminated the need for control-
ling the acquisition process by people, we are satisfied that ontological semantics uses about as
much automation in the acquisition process as is practical within the state of the art in statistical
methods of text processing and human-computer interaction. In addition to that, the acquisition
methodology takes advantage of all and any possibilities for minimizing human acquisition effort
and maximizing the automatic propagation of semantic information recorded earlier over newly
acquired material, as applicable. The use of inheritance in ontology; of information extraction
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 Figure 40. Interrelationships between theory, methodology, descriptions and applications in ontological 
semantics. 
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engines in acquiring facts for the Fact DB; as well as lexical rules and class-oriented syntactic
dependency templates in the lexicon, are among the examples of such facilities. We have had
numerous opportunities to port the resources of ontological semantics across applications, and
found this task feasible and cost-effective, even within small projects. In the rest of this section,
we briefly review the methodology of knowledge acquisition that has emerged over the years in
ontological semantics. 

Before a massive knowledge acquisition effort by teams of acquirers can start, there must be a
preparatory step that includes, centrally, the specification of the formats and of the semantics of
the knowledge sources, that is, the development of a theory. Once the theory is initially formu-
lated (it is fully expected that the theory will be undergoing further development between imple-
mentations), the development of a toolkit for acquisition can start. The toolkit includes acquisition
interfaces, statistical corpus processing tools, a set of text corpora, a set of machine-readable dic-
tionaries (MRDs), a suite of pedagogical tools (knowledge source descriptions, an acquisition
tutorial, a help facility) and a database management system to maintain the data acquired. In many
ontology-related projects, the work on the knowledge specification format, on portability and on
the acquisition interfaces becomes the focus of an entire enterprise (see, for instance, Ginsberg
1991, Genesereth and Fikes 1992, Gruber 1993, Farquhar et al. 1997 for a view from one particu-
lar research tradition). In such format-oriented efforts, it is not unusual to see descriptive coverage
sufficient only for bootstrapping purposes. Ontological semantics fully recognizes the importance
of fixed and rigorous formalisms as well as good human computer interaction practices. However,
in the scheme of priorities, the content always remains the prime directive of an ontological
semantic enterprise.

The preparatory step is in practice interleaved with the bootstrapping step of knowledge acquisi-
tion. Both steps test the expressive power of the formats and tools and seed the ontology and the
lexicon in preparation for the massive acquisition step. 

The bootstrapping of the ontology consists of: 

• developing the specifications of the concepts at top levels of the ontological hierarchy, that 
is, the most general concepts;

• acquiring a rather detailed set of properties, the primitives in the representation system (for 
example, case roles, properties of physical objects, of events, etc.), because these will be used 
in the specifications of all the other ontological concepts; 

• acquiring representative examples of ontological concepts that provide models (templates) 
for specification of additional concepts; and 

• acquiring examples of ontological concepts that demonstrate how to use all the expressive 
means in ontology specification, including the use of different facets, of sets, the ways of 
specifying complex events, etc., also to be used as a model by the acquirers, though not at the 
level of an entire concept. 

The bootstrapping of the lexicon for the recent implementations of ontological semantics
involved creating entries exemplifying:

• all the known types of syntax-to-semantics mapping (linking);
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• using every legal kind of ontological filler—from a concept to a literal to a numerical or 
abstract range;

• using multiple ontological concepts and non-propositional material, such as modalities or 
aspectual values, in the specification of a lexical entry;

• using such expressive means as sets, refsems and other special representation devices.

The main purpose of this work is to allow the acquirer during the massive acquisition step to use
the example entries as templates instead of deciding on the representation scheme for a meaning
from first principles. As usual, practical acquisition leads to the necessity of revising and extend-
ing the set of such templates. This means that bootstrapping must be incremental, that is, one can-
not expect for it to finish before the massive acquisition step. The preparatory step and
bootstrapping are the responsibility of ontological semanticists who are also responsible for train-
ing acquirer teams and validating the results of massive knowledge acquisition. The complete set
of types of work that ontological semanticists must do to facilitate a move from pure theory to an
actual description includes:

• theory specification, 
• acquisition tool design, 
• resource collection,
• bootstrapping,
• management of acquisition teams:

– training,
– work process organization,
– quality control.

At the step of massive knowledge acquisition, the acquirers use the results of the bootstrapping
stage to add ontological concepts and lexicon entries to the knowledge base. It is important to
understand that, in the acquisition environment of ontological semantics, acquirers do not manu-
ally record all the information that ends up in a static knowledge source unit—an ontological con-
cept, a lexical entry or a fact. Following strict regulations, they attempt to minimally modify
existing concepts and entries to produce new ones. Very typically, in the acquisition of an onto-
logical concept, only a small subset of properties and property values are changed in a new defini-
tion compared to the definition of an ancestor or a sibling of a concept that is used as a starting
template. Similarly, when acquiring a lexical entry, the most difficult part of the work is determin-
ing what concept(s) to use as the basis for the specification of the meaning of a lexical unit; the
moment such a decision is made, the nature of the work becomes essentially the same as in onto-
logical acquisition—determining which of the property values of the ontological concept to mod-
ify to fit the meaning. With respect to facts, the prescribed procedure is to use an information
extraction system to fill ontologically inspired templates that become candidate entries in the fact
database, so that the task of the acquirer is essentially just to check the consistency and validity of
the resulting facts. At the end of the day, only a fraction of the information in the knowledge unit
that is acquired at the massive acquisition step is recorded manually by the acquirer, thus impart-
ing a rather high level of automation to the overall acquisition process.

The lists of candidate ontological concepts and lexicon entries to be acquired are included in the
toolkit and are manipulated in prescribed ways. Acquirers take items off these lists for acquisition
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but as a result of at least some acquisition efforts, new candidates are also added to these lists. For
example, when a leaf is added to an ontological hierarchy, it often becomes clear that a number of
its conceptual siblings are worth acquiring. When a word of a particular class is given a lexicon
entry, it is enticing to immediately add the definitions of all the other members of this class. The
above mechanism of augmenting candidate lists can be called deductive, paradigmatic or domain-
driven (see Section 9.3.2 below). The alternative mechanism would be inductive, syntagmatic and
corpus-driven and will involve adding words and phrases newly attested in a corpus to the list of
lexicon acquisition candidates. Because the description of the meaning of some of such new
words or phrases will require new concepts, the list of candidates for ontology acquisition can
also be augmented inductively. 

The results of the acquisition must be validated for breadth and depth of coverage as well as for
accuracy. Breadth of coverage relates to the number of lexical entries, depth of coverage relates to
the grain size of the description of each individual entry. The appropriate breadth of coverage is
judged by the rate at which an ontological semantic application obtains inputs that are not attested
in the lexicon. The depth of coverage is determined by the disambiguation needs and capabilities
of an application that determine the minimum number of senses that a lexeme should have. In
other words, the specification of meaning should not contain elements that cannot be used by
application programs. Accuracy of lexical and ontological specification can be checked effec-
tively only by using the acquired static knowledge sources in a practical application and analyzing
the failures in such applications. Many of these failures will have to be eliminated by tightening or
relaxing constraints on the specification of the static knowledge sources. 

9.2 Acquisition of Ontology 

Acquisition of ontology involves the following basic tasks:

• determining whether a meaning is worth introducing a new concept;
• finding a place for the concept in the ontology, that is determining which of the existing 

concepts in the ontology would best serve as the parent or sibling of the newly acquired 
concept;

• specifying properties for the new concept, making sure that it is different from its parents, 
children and siblings not only on ONTOLOGY-SLOT properties but rather in a more contentful 
way, through other ontological properties.

The main considerations in deciding on whether a new concept is warranted are:

• the desired grain size of description; for instance, if in a question answering system we do 
not expect questions concerning a particular property or set of properties (or, which amounts 
to the same, are content with the system failing on such questions), then the corresponding 
property becomes too fine-grained for inclusion in the ontology; for example, in the 
CAMBIO/CREST implementation of ontological semantics for the application of question 
answering, in the domain of sports, no information was included about the regulation sizes 
and weights of the balls used in various games—baseball, basketball, etc., for the reason that 
we did not expect such questions to be asked of the system;

• the perception of whether a meaning is generic and language-independent (and, therefore, 
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should be listed in the ontology) or a language-specific “fluctuation” of some basic meaning 
(and should, therefore be described in the lexicon for the language in question);

• the perception of whether a meaning is that of a concept (a type, a class of entities, a 
meaning, a significatum ‘signified,’ a “variable”) or a fact (an instance, a token, an 
individual, a reference, a denotatum, a “constant”); for example, US-PRESIDENT is a concept, 
while John Kennedy is the name (stored in the onomasticon) of an instance of US-PRESIDENT, 
namely, US-PRESIDENT-35; CORPORATION is a concept; Ford Motor Company is the name of 
an instance of corporation; FORD-FOCUS, however, is a concept, a child of CAR-MAKE and 
CAR-MODEL; my cousin Phyllis’s Ford Focus is an instance of the concept FORD-FOCUS; 
incidentally, if she calls her car Preston, this will probably not be general or useful enough 
knowledge to warrant being included in the onomasticon of an ontological semantic 
application;

• the perception of when the analysis and other meaning processing procedures would fail if 
particular concepts are not present in the ontology, e.g., the judgment that a particular 
disambiguation instance cannot be handled using dynamic selectional restrictions (see 
Section 8.3.1 above).

With respect to language specificity, consider the example of the German Schimmel, ‘white
horse.” There seems to be no reason to introduce an ontological concept for white horse, as this
meaning is easily described in the lexicon by including in the SEM-STRUC field of the correspond-
ing entry an instance of HORSE, with the property of COLOR constrained to WHITE. Also if this con-
cept is introduced, the considerations of symmetry would lead to suggesting as many siblings for
this concept as there are colors in the system applicable to horses. 

To generalize further, it is a useful rule of thumb in ontology acquisition not to add an ontological
concept if it differs from its parent only in the fillers of some of its attributes because, as we
showed in Section 7.2 above, this is precisely the typical action involved in specifying a lexical
meaning in the lexicon on the basis of a concept. It is a vote for introducing a new ontological
concept if, in the corpus-driven mode of knowledge acquisition, no way can be found of relating a
candidate lexeme or candidate sense of an attested lexeme to an existing concept or concepts by
constraining some or all of its/their property values. 

In other words, it is best to introduce new ontological concepts in such a way that they differ from
their parents in the inventory of properties, not only in value sets on the properties that they share.
Barring that, if the difference between a concept and its parent is in the values of relations other
than the children of ONTOLOGY-SLOT (e.g., IS-A or INSTANCES) then a new concept may also be
warranted. Barring that, in turn, if there are differences between a concept and its ancestor on
more than one attribute, a new concept should be favorably considered. Finally, if the constraint
on an attribute in the parent is an entire set of legal fillers or if a relation has as its filler a generic
constraint ‘OR EVENT OBJECT,’ and the child introduces stricter constraints, one may consider a
new ontological concept. Experience in acquisition for ontological semantics shows that applying
these rules can be learned relatively reliably, and compliance with them is easy to check.

The task of finding the most appropriate place to ‘hook’ a concept in the ontology is also compli-
cated. Let us assume that we have already determined, using the above criteria, that TEACH
deserves to be a new ontological concept. The next task is to find one or more appropriate parents
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or siblings for the concept. Acquirers use a mixture of clues for placing this concept in the onto-
logical hierarchy. Experienced acquirers, well familiar with many branches of the ontological
hierarchy, may think of an appropriate place or two right off the top of their heads, based on clues
inherent in concept names. In some cases, this actually does save time. The reliance on name
strings is, however, dangerous, because, as we explained in Sections 2.6.2.2 and 7.1.1 above, the
names are elements of the ontological metalanguage and have a semantics of their own that is dif-
ferent from the lexical meaning of the English words that they may resemble. Therefore, when
this clue is used, the acquirer must carefully read the definition of the concept and scan its proper-
ties and values to determine its actual meaning. The more reliable, though slower, procedure
involves playing a version of the game of twenty questions—comparing the intended meaning of
the candidate concept with concepts at the top of the ontological hierarchy and then descending
this hierarchy to find the most appropriate match. 

At the very top level of the ontological hierarchy of the CAMBIO/CREST implementation of the
ontology (Figure 41), the choice is relatively easy: TEACH is an EVENT. There are three types of

events (Figure 42). Let us check whether TEACH fits into the mental event branch (Figure 43). Out
of all the subclasses of mental event, COMMUNICATIVE-EVENT (Figure 44) seems to be the most
suitable. COMMUNICATIVE-EVENT has another parent, SOCIAL-EVENT (Figure 45). A quick check
shows that no other children of SOCIAL-EVENT are appropriate to serve as parents of TEACH. 

 Figure 41. The top level of the ontology in all the implementations of 
ontological semantics.

 Figure 42. The top level of the event hierarchy.
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 Figure 43. Some types of mental events.

 Figure 44. Multiple inheritance of communicative-event and some types 
of communicative events.
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We need to check now whether the third child of event, PHYSICAL-EVENT or any of its descendants
can also serve as a parent of TEACH. On inspection of the concept names of children of PHYSICAL-
EVENT (see Figure 46), we may wish to check whether LIVING-EVENT has children that could be
siblings of TEACH because the semantics of the concept name, living event, may suggest that it is
appropriate. Inspection (see Figure 47) quickly demonstrates, however, that the name is, in fact,
misleading in this case, as the subclasses of LIVING-EVENT do not seem to be appropriate as sib-
lings or parents of TEACH (REAR-OFFSPRING also turns out to be a false lead). At this point, the
decision can be safely made: to add TEACH as a child of COMMUNICATIVE-EVENT.

 Figure 45. Some types of social events.
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 Figure 46. Some types of physical events.
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The next task is to describe its meaning, that is, to check the fillers of the properties it inherits
from COMMUNICATIVE-EVENT (60).

(60)     
communicative-event

agent sem animal
theme sem OR event object
instrument default OR communication-device natural-language
destination sem OR animal social-event
effect sem OR event object
precondition sem OR event object

TEACH does, indeed, inherit all the above properties. The actual constraints (fillers) for them were
shown in Section 7.1.5 above and repeated here partially as (61). Besides the properties in (60),
TEACH has an additional property, HAS-PARTS, which establishes it as a complex event (descrip-
tions of the components of TEACH see also in Section 7.1.5). 

(61)     

 Figure 47. Types of living events
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teach 
is-a  value communicative-event
agent  sem human

 default teacher
theme  sem knowledge
destination  sem human

 default student
precondition  default (teach-know-a teach-know-b)
effect  default teach-know-c
has-parts  value (teach-describe

repeat (teach-request-info teach-answer)
until teach-know-c)

Finding the appropriate fillers, if any, for the various facets of a property is a separate acquisition
task. For example, if there is a candidate filler that is strongly implied when no explicit reference
to it is present in the input text, it should be listed in the DEFAULT facet of the property. Thus, for
the AGENT property of TEACH, the default facet will be filled with TEACHER, because in a sentence
like Math was not taught well in his high school, the implied AGENT of TEACH is clearly a subset
of instances of the concept TEACHER. Of course, one example of this kind does not prove the
point, but when combined with the acquirer’s knowledge of the world, it supports a useful rule of
thumb. The acquirer also knows that any (adult) human can at times perform the social role of
teacher, e.g., parents teaching their teenage children to drive. Therefore, one should expect many
inputs in which the constraint on the agent of TEACH is more relaxed than the one in the DEFAULT
facet. This most commonly occurring constraint is recorded in the SEM facet of the property. If an
input like the sentence Gorillas teach their offspring essential survival skills can be expected in an
application system, the constraint on the AGENT should be further relaxed to ANIMATE on the
RELAXABLE-TO facet (cf. Section 8.2.3). However, any attempt to relax the constraint on this
property further, for example, in order to accommodate the sentence Misfortune taught him a
good lesson should be denied, because the property AGENT in ontological semantics is constrained
to HUMAN or FORCE, and rather than coercing misfortune into FORCE, the meaning of this sentence
should be represented, roughly, as that of the sentence He learned a good lesson as a result of a
misfortune, thus reducing the different sense of teach in this sentence to a metonymic shift on the
appropriate sense of learn.

The above procedure of finding the best place to connect a concept into the ontology is not as
straightforward as may be deduced from the example. The procedure is predicated on the assump-
tion that the constraints in the ontology become monotonically and progressively stricter as one
descends the hierarchy. This was, indeed, the situation with TEACH on every one of the properties
inherited. It is legal, however, for constraints in a child to be, in fact, looser than those in an ances-
tor. In fact, an ancestor may have inheritance on a property completely blocked using the special
filler NOTHING, but a child could revert to a contentful filler. This state of affairs makes it danger-
ous to stop the search for the most appropriate place to include a new concept the moment some
constraints become narrower than those expected in this concept. However, in practice, the mono-
tonicity property holds in a much greater majority of cases. 

Ontology acquisition may involve not only manipulation of property fillers. Sometimes (prefera-
bly, as seldom as possible, though), it is necessary to add a new property to the system. This might
be necessary when a concept cannot be described using the extant inventory of properties; this



Page 273

typically, though not exclusively, happens when describing new subject domains. If indeed new
properties must be introduced, it is highly desirable that they contain as many concepts as possible
in the domain property of their definition. For example, when extending the Mikrokosmos imple-
mentation of ontological semantics to accommodate the subject domain of sports in the CAM-
BIO/CREST implementation, it became necessary to introduce the literal attribute COMPETITION-
STAGE, whose domain property was filled with SPORTS-RESULT (a central concept for the domain)
and whose range was filled with the useful constants CLASSIFICATION, FINAL, PRELIMINARY,
QUALIFICATION, QUARTER-FINAL, RANKING, REPECHAGE, ROUND-OF-16, ROUND-OF-32, ROUND-
OF-64 and SEMI-FINAL. The nature of the application dictates this grain size—we do not need to
know any information about the above constants than just their names and the corresponding
words or phrases in the languages processed by the system. 

9.3 Acquisition of Lexicon

Acquisition of lexical knowledge is another crucial component of building natural language pro-
cessing applications. The requirements for lexical knowledge and the grain size of the specifica-
tion of lexical meaning also differ across different applications. Some of the applications require
only a small amount of information. For example, a lexicon supporting a spelling checker must, at
a minimum, only list all the possible word forms in a language. Some other applications require
vast quantities of diverse kinds of data. For example, a comprehensive text analysis system may
require information about word boundary determination (useful for compounding languages, such
as Swedish, where the lexical entries would often match not complete words but parts of com-
pound words); information about inflectional and derivational morphology, syntax, semantics and
pragmatics of a lexical unit as well as possible connections among knowledge elements at these
levels. 

In what follows, we will describe some of the lexical acquisition procedures used over the years in
the various implementations of ontological semantics.

9.3.1  General Principles of Lexical Semantic Acquisition
The ability to determine the appropriate meaning of a lexical entry or, for that matter, any lan-
guage unit that has meaning, is something that the native speaker is supposed to possess subcon-
sciously and automatically. However, an ordinary native speaker and even a trained linguist will
find it quite difficult to explain what that meaning is exactly and how to derive it. As we showed
in Section 6.1 above, it is often hard to separate meaning proper from presuppositions, entail-
ments, and other inferences, often of an abductive or even probabilistic nature. Thus, for a lexical
entry such as marry it is easy to let into the lexicon all kinds of information about love, sex, fidel-
ity, common abodes, common property, children, typical sleeping arrangements (double beds),
etc. The meaning of the entry, however, includes only a legal procedure, recognized by the soci-
ety in question, making, typically but not exclusively, one adult man and one adult woman into a
family unit. As we discussed in Section 6.7 above, the information supporting inference resides
largely in the PRECONDITION and EFFECT properties of EVENTs in the ontology, not in the lexicon.
We are discussing these matters in more detail in the section on semantic heuristics.

Another difficulty in lexical acquisition emerges from the commitment in ontological seman-
tics—in keeping with Hayes’ (1979) admonition to stem the growth of the ratio of vocabulary size
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in a metalanguage to that in its object language—to the paucity of the ontological metalanguage.
Numerous difficult decisions must be made on the lexical side—for example, whether to go with
a potentially cumbersome representation of a sense within the existing ontology, on the one hand,
or to revise the ontology by adding concepts to it, to make the representation easier and, often,
more intuitively clear. The additions to ontology and the balance and trade-offs between an ontol-
ogy and a lexicon have already been discussed (see Sections 9.1-2 above; cf. Mahesh 1996 or
Viegas and Raskin 1998), but if such a choice must be made, ontological semantics would tend to
produce complicated entries in the lexicon rather than in the ontology, and to this effect it pro-
vides lexicon acquisition with more expressive means and looser metasyntactic restrictions than
the ontology. As we demonstrated in Section 7.2 above, entire stories can be “told” in lexical
entries using such devices as the various TMR parameters, refsems, and the ability to use more
than one ontological concept in the specification of lexical meaning. 

9.3.2  Paradigmatic Approach to Semantic Acquisition I: “Rapid Propagation”
The principle of complete coverage, to which ontological semantics is committed (see Nirenburg
and Raskin 1996), means that every sense of every lexical item should receive a lexical entry, i.e.,
should be acquired. “Every” in this context means every word or phrase sense in a corpus on
which an application is based. There is, however, an alternative interpretation of “every” as in
“every word in the language.” This does not seem very practical or implementable. There is, how-
ever, a way to move towards this goal quite rapidly and efficiently. We refer to this approach as
‘rapid propagation’ (see, for instance, Raskin and Nirenburg 1995). The linguistic principle on
which it is based can be called ‘paradigmatic,’ or ‘thesaurus-based.’ The procedure for its imple-
mentation involves having a “master acquirer” produce a single sample entry for each class of
lexemes, such that the remainder of the acquisition work will involve copying the “seed” entry
and modifying it, often very slightly. One problem here might be that some of the classes will
prove to be relatively small, in some cases of the most frequent and general words, these might be
classes of one. However, this observation does not refute the obvious benefit of using a ready-
made template for speedy and uniform acquisition of items in a class. And some such classes are
quite large. 

One example of a large lexical class (over 250 members) whose acquisition can be rapidly propa-
gated is that of the English adjectives of size. The meaning of all of these adjectives is described
as a range on the size-attribute scale, and many of them differ from each other only in the numer-
ical value of that range, while all the rest of the constraints in the semantic part of their entries
remain the same as those in a sample entry, say, that for big (see Example 19 in Section 7.2
above). Thus, the entries for enormous and tiny differ from that for big in this way (as well as by
the absence of the RELAXABLE-TO facet):

enormous-adj1
cat adj
syn-struc

1 root $var1
cat n
mods root $var0

2   root $var0
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cat adj
subj root $var1

cat n 
sem-struc

1 2 size-attribute
domain value ^$var1

sem physical-object
range value  > 0.9 

tiny-adj1
cat adj
syn-struc

1 root $var1
cat n
mods root $var0

2   root $var0
cat adj
subj root $var1

cat n 
sem-struc

1 2 size-attribute
domain value ^$var1

sem physical-object
range value  < 0.2 

A slight variation of the template can be also used to account for many more adjectives. Thus, one
sense of fat (see below), as in fat man, utilizes, essentially, the same template with a different
scale, MASS, substituted for SIZE, and an appropriate SEM facet specified for ^$var1:

fat-adj1
cat adj
syn-struc

1 root $var1
cat n
mods root $var0

2   root $var0
cat adj
subj root $var1

cat n 
sem-struc

1 2 mass-attribute
domain value ^$var1

sem animal
range value  > 0.75

relaxable-to  > 0.6

By varying the scales and the classes of modified nouns in the appropriate slots of the SEM-STRUC,
as illustrated above, the semantic representations of many other types of adjectival senses based
on numerical scales: quantity-related (e.g., abundant, scarce, plentiful), price-related (e.g., afford-
able, cheap, expensive), human-height-related (e.g., tall, short, average-height), human-mass-
related (e.g., fat, thin, emaciated, buxom, chubby), container-volume-related (e.g., capacious,
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tight, spacious), and others, were produced in the Mikrokosmos implementation of ontological
semantics—to the total of 318 adjective senses, all acquired, basically, with one effort at the aver-
age rate of 18 entries per hour, including the several hours spent on the formulation and refine-
ment of the template.

Similarly, by taking care of good (see Example 20 in Section 7.2 above), we facilitate the acquisi-
tion of all adjectives whose meanings invoke evaluative modality, such as bad, excellent, terrible,
mediocre, etc. The creation of yet another versatile template, which is copied for each new adjec-
tive of the same class (116 adjective senses in the Mikrokosmos implementation of ontological
semantics), has also made it possible to account for such senses as that of comfortable, with
respect to clothing, furniture, etc., representing their meanings as ‘good for wearing’ or ‘good for
sitting’:

comfortable-adj1
cat adj
syn-struc

1 root $var1
cat n
mods root $var0

2   root $var0
cat adj
subj root $var1

cat n 
sem-struc

 1 2 ^$var1 sem OR clothing furniture
modality

type evaluative
value value > 0.75

relaxable-to > 0.6
scope ^$var1
attributed-to *speaker*

An additional advantage of this approach is that it can use synonymy, antonymy, and other para-
digmatic relations among words to generate lists of entries that can be acquired on the basis of a
single lexical entry template. Availability of thesauri and similar online resources facilitates this
method of acquisition. It also facilitates the acquisition of entries across languages. The single
word senses acquired the way demonstrated for the adjectives above were all reused, without any
semantic changes, in the Spanish lexicon and those for other languages. This, in fact, was an
empirical corroboration of the principle of practical effability discussed in Section 9.3.6 below:
each of the English word senses was found to have an equivalent sense expressed in another lan-
guage; what varies from language to language is, essentially, how these single senses will be
grouped in a superentry. This capability underscores the rather high level of portability of onto-
logical semantics across languages and applications. 

9.3.3  Paradigmatic Approach to Lexical Acquisition II: Lexical Rules
The other paradigmatic approach to lexical acquisition finds economies in automatic propagation
of lexicon entries on the basis of systematic relationships between classes of lexical entries, e.g.,
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between verbs, such as abhor (62), and corresponding deverbal adjectives (63), such as abhor-
rent. Lexical rules came into fashion in computational lexical semantics in the early 1990s (see
Section 4.1 above). Ontological semantics uses the facility of lexical rules for actual massive lex-
ical acquisition, always paying attention to the relative effort expended in formulating the rule
versus that needed for specifying lexical entries for a class of words manually (see Viegas et al.
1996b, Raskin and Nirenburg 1999). As a result, fewer lexical rules are proposed and those that
are, generate numerous entries. 

(62)     
abhor-v1 

cat  v
syn-struc

root abhor
obj root $var1

cat n
sem-struc

modality
type evaluative
value < 0.1
scope ^$var1
attributed-to *speaker*

(63)     
abhorrent-adj1 

cat  adj
syn-struc  

1 root $var1
cat n
mods root abhorrent

 2   root abhorrent
cat adj
subj root $var1

cat n 
sem-struc

modality
type evaluative
value < 0.1
scope ^$var1
attributed-to *speaker*

The lexical entry for abhorrent is generated from that for abhor using the following lexical rule:
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LR-v-adj-1
lhs

syn-struc
root $var0
obj root $var1

cat n
sem-struc

modality
type evaluative
value < 0.1
scope ^$var1
attributed-to *speaker*

rhs
syn-struc  
1 root $var1

cat n
mods root adj($var0)

 2   root adj($var0)
cat adj
subj root $var1

cat n 
sem-struc

modality
type evaluative
value < 0.1
scope ^$var1
attributed-to *speaker*

Lexical rules overtly put in correspondence two types of lexical entry: that for the source entry
and that for the target one. The binding of variables scopes over the entire rule, both its left-hand
side (lhs) and the right-hand side (rhs). The above rule establishes that the semantics of abhor and
abhorrent is identical (this is not always the case; see the example of criticize/critical below) but
that the syntactic dependency changes from the verb to the adjective, as the direct object of the
former becomes the head that the adjective modifies. The expression adj($var0) stands for the
adjective whose entry is generated by the rule. In the lexicon entry for the verb, an additional
zone, LR, will be created, in which each lexical rule applicable to this verb is listed with the string
that is the lexeme of the target entry. A practical consideration for the economy of acquisition
effort is whether it is preferable to populate the LR zone of a lexical entry or immediately create
the target entry or entries.

criticize-v1 
cat  v
syn-struc

root criticize
subj root $var1

cat n
obj root $var2

cat n
sem-struc

criticize 
agent value ^$var1

sem human
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theme value ^$var2
theme OR event object

modality type evaluative
value < 0.5
scope ^$var2
attributed-to *speaker*

critical-adj2
cat adj
syn-struc  

1 root critical
cat adj
oblique root of

cat prep
obj root $var1

cat n
2 root critical

cat adj
oblique root of

cat prep
xcomp root $var1

cat v
sem-struc

modality type evaluative
value < 0.5
scope ^$var1
attributed-to *speaker*

The lexical rule for the above pair differs from LR-v-adj-1 in several respects. The semantics of
the verb includes a reference to an ontological concept with some of its properties listed. One of
these properties, THEME, plays a central role in the relationship between the meaning of the verb
and that of the adjective derived from it: the scope of the modality in the meaning of the adjective
is the filler of the THEME property.

Note that the entry for critical has a different content of the SYN-STRUC zone compared to that of
abhorrent or other standard adjectives. The lexical rule, thus, will connect lexical elements similar
to those in the examples with criticize/critical: John criticized the film / John was critical of the
film (corresponding to the first SYN-STRUC variant) or Lucy criticized China’s handling of the spy
plane crisis / Lucy was critical of China’s handling of the spy plane crisis (corresponding to the
second syn-struc variant). 

LR-v-adj-2
lhs

syn-struc
root $var0
obj root $var2

cat n
sem-struc

^$var0
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theme value ^$var2
modality

type evaluative
value < 0.5
scope ^$var2
attributed-to *speaker*

rhs
syn-struc 

1 root adj($var0)
cat adj
oblique root of

cat prep
obj root $var2

cat n
2 root adj($var0)

cat adj
oblique root of

cat prep
xcomp root $var2

cat v
sem-struc

modality type evaluative
value < 0.5
scope ^$var1
attributed-to *speaker*

The role played by THEME in the above rule will be assumed by other properties (typically, case roles) in other rules. 
Thus, for the pair abuse/abusive, the adjective in abusive behavior modifies the EVENT itself and in abusive parent, 
the AGENT of the EVENT. This means that the LR zone in the entry for abuse will contain a reference to two different 
lexical rules for the production of the corresponding adjective entries. An alternative approach to specifying the 
format of the lexical rules would have been to try to formulate all the verb-adjective lexical rules as a single rule, with 
disjunctions in the text of the rule. It would have afforded some people the pleasure of making formal generalizations 
at the expense of clarity.

9.3.4  Steps in Lexical Acquisition
The steps in lexical acquisition may be presented as follows: 
• polysemy reduction: decide how many senses for every word must be included into a 

lexicon entry: read the definitions of every word sense in a dictionary and try to merge as 
many senses as possible, so that a minimum number of senses remains;

• syntactic description: describe the syntax of every sense of the word;
• ontological matching: describe the semantics of every word sense by mapping it into an 

ontological concept, a property, a parameter value or any combination thereof;
• adjusting lexical constraints: constrain the properties of the concept property or parameter, 

if necessary;
• linking: link syntactic and semantic properties of a word sense. 

9.3.5  Polysemy Reduction

We have basically two resources for capturing meaning, and their status is quite different: one of
them, the speaker’s intuition, works very well for humans but not at all for machines (it is difficult
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to represent it explicitly); the other, the set of human-oriented published dictionaries, represents
meaning explicitly but is known to be faulty and unreliable and, moreover, does not contain suffi-
cient amounts of information to allow automatic capturing of word meaning from them (e.g.,
Wilks et al. 1990, 1996, Guo 1995). From the point of view of computational applications, dictio-
naries also typically list too many different senses. In a computational lexicon that recognizes the
same number of senses, it would be very difficult formally to specify how each of them differs
from the others, and the human-oriented dictionaries do not always provide this information.
Thus, in a computational application, it becomes important to reduce the number of senses to a
manageable set. 

In his critique of Katz and Fodor (1963), Weinreich (1966) accused them of having no criteria for
limiting polysemy, i.e., for determining when a sense should no longer be subdivided. Thus, hav-
ing determined that one of the senses of eat is ‘ingest by mouth,’ should we subdivide this sense
of eat into eating with a spoon and eating with a fork, which are rather different operations? Exist-
ing human-oriented dictionaries still do not have theoretically sound criteria for limiting poly-
semy of the sort Weinreich talked about. It might be simply not possible to formulate such criteria
at any but the coarsest levels of accuracy. Dictionary compilers operate with their own implicit
rules of thumb and under strict editorial constraints on overall size, but still the entries of a dictio-
nary vary in grain size of description. And, again, the number of senses listed for each entry is
usually quite high for the purposes of computational applications—after all, the more senses in an
entry, the more complex the procedure for their disambiguation. 

It is often difficult to reduce the number of senses for a word even in a computationally-informed
lexical resource, as can be illustrated by an example from WordNet, a popular online lexical
resource (Miller et al. 1988; Fellbaum 1998). In WordNet, each sense in an entry is determined by
a ‘synset,’ a set of synonyms, rather than by a verbal definition. The list below contains the 12
synsets WordNet lists for the adjective good:

Sense 1: good (vs. evil) -- (morally admirable)
=> angelic, angelical, saintly, sainted -- (resembling an angel or saint in goodness)
=> beneficent, benevolent, gracious -- (doing or producing good)
=> white -- (“white magic”)

Also See-> good, moral, right, righteous, virtuous, worthy

Sense 2: good (vs. bad) -- (having positive qualities, asp. those desirable in a thing specified: “good news”; “a good
report card”; “a good joke”; “a good exterior paint”; “a good secretary”)

=> bang-up, bully, cool, corking, cracking, dandy, great, keen, neat, nifty, not bad(predicate), peachy, swell, 
smashing -- ((informal) very good)

=> fine -- (very good of its kind or for its purpose: “a fine gentleman”; “a fine mind”; “a fine speech”; “a
fine day”)

=> redeeming(prenominal), saving(prenominal) -- (offsetting some fault or defect: “redeeming feature”;
“saving grace”)

=> safe, sound -- (“a good investment”)
=> satisfactory -- (meeting requirements: “good qualifications for the job”)
=> suitable -- (serving the desired purpose: “Is this a good dress for the office?”)
=> unspoiled -- (“the meat is still good”)
=> well-behaved -- (“when she was good she was very good”)
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Also See-> best, better, favorable, genuine, good, obedient, respectable, sound, well(predicate)

Sense 3: benevolent (vs. malevolent), good -- (having, showing, or arising from a desire to promote the welfare or
happiness of others)

=> beneficent, charitable, generous, kind -- (“a benevolent contributor”)
=> good-hearted, kindly, openhearted -- (“a benevolent smile”; “take a kindly interest”)

Also See-> beneficent, benefic, charitable, kind

Sense 4: good, upright, virtuous -- (of moral excellence: “a genuinely good person”; “an upright and respectable
man”; “the life of the nation is secure only while the nation is honest, truthful, and virtuous”- Frederick Douglass;
“the...prayer of a righteous man availeth much”- James 5:16)

=> righteous (vs. unrighteous)

Sense 5: estimable, good, honorable, respectable -- (“all reputable companies give guarantees”; “ruined the family's
good name”)

=> reputable (vs. disreputable)

Sense 6: good, right, seasonable, timely, well-timed -- (occurring at a fitting time: “opportune moment”; “a good time
to plant tomatoes”; “the right time to act”; “seasonable summer storms”; “timely warning”; “the book's publication
was well-timed”)

=> opportune (vs. inopportune)

Sense 7: good, pleasing -- (agreeable or pleasant: “we had a nice time”; “a nice day”; “nice manners”)
=> nice (vs. nasty)

Sense 8: good, intact -- (not impaired in any way: “I still have one good leg”)
=> unimpaired (vs. impaired) -- (not damaged or diminished)

Sense 9: good -- (not forged: “a good dollar bill”)
=> genuine (vs. counterfeit)

Sense 10: good -- (“good taste”)
=> discriminating (vs. undiscriminating)

Sense 11: good, Sunday, Sunday-go-to-meeting(prenominal) -- (used of clothing: “my good clothes”; “his best suit”;
“her Sunday-go-to-meeting clothes”)

=> best (vs. worst) -- (superlative of “good”: “the best film of the year”)

Sense 12: full, good -- (“gives full (good) measure”; “a good mile from here”)
=> ample (vs. meager) -- (more than enough in size or scope or capacity)

The first thing one notices about the 12 senses is that the noun classes which they modify vary a
great deal in size. Sense 2 dwarfs all the other senses in this respect. Senses 1 and 3-5 all pertain to
humans and their actions and are very similar to each other: the association of one of these senses
with a noun strongly entails or presupposes the association of the others with the same noun. The
meaning of good in the examples below can be in any of the WordNet senses 1 or 3-5, as it seems
difficult for speakers to tell them apart:

Fred is a good man.
Fred’s behavior in that difficult situation was very good.
Mom & Pop, Inc. is a good company
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This intuition is the basis for a procedure that Weinreich sought for determining the required lev-
els of polysemy. A group of individuals, if defined as good, is indeed more likely to be understood
in WordNet Sense 5, but none of the other three can be excluded either. In fact, other than in the
context of at least several sentences, if not paragraphs, it is very hard to use good specifically in
one of these similar senses and not simultaneously in the others. This observation can serve as an
operational criterion for limiting polysemy: if it is hard to pinpoint a sense within a one-sentence
example, the status of the meaning as a separate sense in the lexical entry should be questioned.
One cannot understand that the sense of good in Fred is a good man signifies ‘of good moral char-
acter’ unless the text also says something like he lives by the Bible. 

One observes that if there are different shades of meaning in the above examples, they are due not
the meaning of good as such but rather to the differences in the meanings of the noun it modifies,
for instance, when the latter is not an individual but a group. The influence of the syntactic head
on the meaning of good is even more obvious in the other WordNet senses for the adjective. Start-
ing with Sense 6, the noun classes to which these senses apply shrink in size, and with Senses 8-
12 come dangerously close to phrasals consisting of good and the corresponding nouns. That
these senses are listed at all is probably because, in these near-phrasals, the meaning of good var-
ies significantly. In ontological semantics, such a situation—when the classes of phenomena are
very narrow—always calls for treatment of a construction as a separate phrasal lexical entry
instead of adding more small senses to those already existing for the components of the construc-
tion. 

WordNet itself recognizes some of the observations above by reducing, in one version of the
resource, the 12 senses of good to the following three senses in response to a different set of
parameter settings:

Sense 1: good (vs. evil) -- (morally admirable)
=> good, virtue, goodness -- (the quality of being morally excellent or admirable)

Sense 2: good (vs. bad) -- (having positive qualities, esp. those desirable in a thing specified: “good news”; “a good
report card”; “a good joke”; “a good exterior paint”; “a good secretary”)

=> goodness -- (being of positive value)

Sense 3: benevolent (vs. malevolent), good -- (having, showing, or arising from a desire to promote the welfare or
happiness of others)

=> benevolence -- (an inclination to do kind or charitable acts)

This “short list” of the main senses of good is still rather unbalanced with respect to the size of
noun classes they modify, and the distinction between Senses 1 and 3 remains perhaps only
slightly less problematic than the distinction among Senses 1 and 3-5 of the longer list. It is the
long WordNet list rather than the short one that is closer to typical dictionary fare: compare the
entries for good from the online Webster’s (1963) and the American Heritage Dictionary
(1992)—we list only meaning-related information from each entry.

(Webster’s)

1. good... 
1a1: of a favorable character or tendency {~ news} 
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1a2: BOUNTIFUL, FERTILE {~ land} 
1a3: COMELY, ATTRACTIVE {~ looks} 
1b1: SUITABLE, FIT {~ to eat} 
1b2: SOUND, WHOLE {one ~ arm} 
1b3: not depreciated {bad money drives out ~} 
1b4: commercially reliable {~ risk} 
1b5: certain to last or live {~ for another year} 
1b6: certain to pay or contribute {~ for a hundred dollars} 
1b7: certain to elicit a specified result {always ~ for a laugh} 
1c1: AGREEABLE, PLEASANT 
1c2: SALUTARY, WHOLESOME {~ for a cold} 
1d1: CONSIDERABLE, AMPLE {~ margin} 
1d2: FULL {~ measure} 
1e1: WELL-FOUNDED, COGENT {~ reasons} 
1e2: TRUE {holds ~ for society at large} 
1e3: ACTUALIZED, REAL {made ~ his promises} 
1e4: RECOGNIZED, HONORED {in ~ standing} 
1e5: legally valid or effectual {~ title} 
1f1: ADEQUATE, SATISFACTORY {~ care} 
1f2: conforming to a standard {~ English} 
1f3: DISCRIMINATING, CHOICE {~ taste} 
1f4: containing less fat and being less tender than higher grades - used of meat and esp. of beef 
2a1: COMMENDIBLE (sic!), VIRTUOUS, JUST {~ man} 
2a2: RIGHT {~ conduct} 
2a3: KIND, BENEVOLENT {~ intentions} 
2b: UPPER-CLASS {~ family} 
2c: COMPETENT, SKILLFUL {~ doctor} 
2d: LOYAL {~ party man} {~ Catholic}: in effect: VIRTUALLY {as good as dead}: VERY, ENTIRELY {was good
and mad}

(American Heritage)

good

1. Being positive or desirable in nature; not bad or poor: a good experience; good news from the hospital.
2.a. Having the qualities that are desirable or distinguishing in a particular thing: a good exterior paint; a good joke. b.
Serving the desired purpose or end; suitable: Is this a good dress for the party?
3.a. Not spoiled or ruined: The milk is still good. b. In excellent condition; sound: a good tooth.
4.a. Superior to the average; satisfactory: a good student. b. Used formerly to refer to the U.S. Government grade of
meat higher than standard and lower than choice.
5.a. Of high quality: good books. b. Discriminating: good taste.
6. Worthy of respect; honorable: ruined the family's good name.
7. Attractive; handsome: good looks.
8. Beneficial to health; salutary: a good night's rest.
9. Competent; skilled: a good machinist.
10. Complete; thorough: a good workout.
11.a. Reliable; sure: a good investment. b. Valid or true: a good reason. c. Genuine; real: a good dollar bill.
12.a. In effect; operative: a warranty good for two years; a driver's license that is still good. b. Able to continue in a
specified activity: I'm good for another round of golf.
13.a. Able to pay or contribute: Is she good for the money that you lent her? b. Able to elicit a specified reaction: He
is always good for a laugh.
14.a. Ample; substantial: a good income. b. Bountiful: a good table.
15. Full: It is a good mile from here.
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16.a. Pleasant; enjoyable: had a good time at the party. b. Propitious; favorable: good weather; a good omen.
17.a. Of moral excellence; upright: a good person. b. Benevolent; kind: a good soul; a good heart. c. Loyal; staunch: a
good Republican.
18.a. Well-behaved; obedient: a good child. b. Socially correct; proper: good manners.
19. Sports. Having landed within bounds or within a particular area of a court: The first serve was wide, but the sec-
ond was good.
20. Used to form exclamatory phrases expressing surprise or dismay: Good heavens! Good grief!

Ontological semantics promulgates both content- and computation-related guidelines for justify-
ing the inclusion of a word sense for a lexeme. From the point of view of content, we are solidly
with Weinreich in his concern about unlimited polysemy that would make any semantic theory
indefensible and the semantic description determined by such a theory infeasible. Disambiguation
at runtime will be greatly facilitated by the small number of senses for a lexeme. We cannot make
a symmetrical claim that a small number of senses is easier to acquire, because the task of “bunch-
ing” senses is not simple. Thus, the guidelines for adding another sense to an adjective lexeme in
ontological semantics are: 

• that the candidate sense be clearly distinct from those already in the entry, and 
• that set of nouns that the adjective in this sense can modify not be small.

The first of these guidelines calls for a significant difference in the properties and their fillers in
the SEM-STRUC zone of the lexical entries. This guideline applies equally to all types of lexemes.
The second guideline, to be applicable to the other types of lexemes, should watch for depen-
dency of a candidate sense on the meanings of its syntactic arguments. It would be unwise, for
instance, to say that join in join the Army and join the country club belong to different senses, on
the tenuous ground that the former event involves relocation, while the latter does not. In other
words, whatever difference in the shade of meaning exists, it depends on the meaning of the direct
object of join rather than on the meaning of the verb itself. 

The rules of thumb to be used by lexicon acquirers for reducing polysemy can then be summa-
rized as follows: 

• check whether the candidate sense requires further disambiguation if used in a short text 
example; if you need to provide additional context to recognize what sense is used, this sense 
should be rejected and subsumed by one of the existing senses in the entry;

• check whether there is a property of the candidate sense that can be filled only with a 
member of a small set of fillers; if so, reject this sense: its meaning will be either subsumed 
by one of the existing senses in the entry or will become a part of the meaning of a phrasal.

With respect to the first of the above rules, if, as we showed above, he is good cannot, without fur-
ther detail, be understood in the moral sense without additional lexical material, or he likes to join
cannot be understood exclusively in the sense of involving relocation; the argument that I went to
the bank cannot be disambiguated without further detail between the topographic and the reposi-
tory senses is not relevant here because both senses of bank are present in the example. In other
words, we accept the views of Firth (1957) and Zvegincev (1968) that words, as a matter of rule,
change their meanings when appearing in collocation with other words. What we do not do is
declare that each such shade of meaning warrants a separate sense in a lexicon. On this issue,
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ontological semantics differs from human-oriented lexicography, as exemplified above by Word-
Net and the two MRDs. In ontological semantics, the shades of lexical meaning yielding unique
interpretations of collocations are reflected in the equally unique combinations of properties and
their values in the results of the semantic analysis of text, namely, in TMRs. There is no doubting
Firth’s claim that the meaning of dark, for instance, in dark ale is different from that in dark coat,
and this is how that difference is reflected in the corresponding portions of the TMRs for inputs in
which these expression may occur (64). The relevant parts of the lexicon entries for ale, coat and
dark are as follows:

(64)     
ale-n1

...
beer
...

color value OR yellow pale-yellow reddish-brown black dark-brown
...

coat-n1
...
coat

...
color value OR white yellow red green blue navy-blue dark-grey black dark-brown 

...
...

dark-adj1
...
1 ^$var1

color value OR black navy-blue dark-grey dark-brown brown dark-green
...
2 ...
...

The following are fragments of the TMR for dark ale and dark coat. 

beer
...

color value OR black dark-brown
...

coat
...
color value OR black navy-blue dark-brown dark-green dark-grey
...

The above clearly shows the difference in the meaning of dark in the two collocations: while both
senses of dark have the effect of restricting the choice of fillers for the COLOR property, the result-
ing ranges are different. There is no need to add senses to the superentry for dark in the lexicon to
reflect this difference. 

The above is a manifestation of a general linguistic principle of complementary distribution, or
commutation, widely used for establishing variance and invariance of entities in phonology and
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morphology: if two different senses of the same word can only be realized when used in colloca-
tion with different words, they should be seen as variants of the same sense. In a way, some dictio-
naries try to capture this in their entries by grouping all senses into a small number of “main” ones
which are further divided, often recursively. Thus, as shown above, Webster’s has only two main
senses for good and two levels of specification under them, but American Heritage prefers putting
20 senses at the top level, with minimum further subdivision. Both from the point of view of the-
oretical linguistics and of natural language processing, entries like that in American Heritage are
the least helpful.

The objections to the entry in American Heritage push us in an obvious direction: we see good as
having one sense, which takes different shades, depending on the meaning of the modified nouns.
This sense of good is something like ‘assigning a high positive value range’ to a selected property
of the noun. Our entry for good (20) captures this meaning but refuses to specify the noun prop-
erty, and we have a good reason for doing that. Good is, of course, an adjective with a very
broadly applicable meaning, but the same objections to excessive polysemy hold for other adjec-
tives as well. The same principle of polysemy reduction pertains to other lexical categories: thus,
in Nirenburg et al (1995), we reduced 52 listed senses for the Spanish verb dejar to a manageable
set of just 7.

9.3.6  Grain Size and Practical Effability
Reducing the number of senses in a polysemous lexical item affects the grain size of its semantic
representation: the fewer the number, the larger the grain size. It would be beneficial for ontologi-
cal semantics, both in acquisition and in processing, to keep the number of entries in a superentry
as low as possible. Particular applications, however, may dictate a finer grain size for some super-
entries. Thus, the corporate sense of acquire, repeated here as (65), differs from the general sense
of acquire only in the meaning of the filler for the THEME property of BUY, namely, ORGANIZA-
TION as opposed to OBJECT. According to the principle of reducing polysemy in the lexicon, this
sense of acquire should not have been defined as a separate entry. The reason it was defined in the
Mikrokosmos implementation of ontological semantics is that the implementation supported the
application of processing texts about mergers and acquisitions, where this special sense of acquire
was very prominent. Similarly, in the CAMBIO/CREST lexicon, the sports and the currency
exchange domains were represented in much greater detail than in the Mikrokosmos lexicon.

(65)     
acquire-v2

cat v

anno def “when company A buys company, division, subsidiary, etc. of company
T from the latter”

ex “Alpha Inc acquired from Gamma Inc the latter’s candle division”

syn-struc
root acquire
subj root $var1

cat n
obj root $var2

cat n
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oblique root from
cat prep
opt +
obj root $var3

cat n
 

sem-struc
buy

agent value ^$var1
sem corporation

theme value ^$var2
sem organization

source value ^$var3
sem corporation

In the application of ontological semantics to machine translation, such as Mikrokosmos, mean-
ing analysis and text generation at a certain grain size presuppose lexicons for the source and tar-
get languages which represent enough different word and phrase senses to give serious credence
to a hope that a meaning expressed in one language will be largely expressible in another lan-
guage, and at the same grain size. There are, however, cases when this presupposition will fail,
and it is those cases that require a finer grain size of semantic analysis than the others. As a result,
ontological semantics has variable grain-size meaning descriptions in its various implementations
(see Nirenburg and Raskin 1986 for an early discussion of variable depth semantics).

One such case would be a situation when one word in a source language can be translated into a
target language as either one of two words, and the decision as to which word to use requires addi-
tional information that the source text may not contain at all or at least not in an easily extractable
way. For example, the English corner can be rendered in Spanish as either rincón ‘(inside) corner,
nook’ or as esquina ‘(outside) corner, street corner’; the English blue can be rendered in Russian
as either siniy ‘dark blue, navy blue’ or goluboy ‘light blue, baby (sky) blue’. As a result, it is dif-
ficult to translate the sentences: He could see the corner clearly and She wore a blue dress into
Spanish and Russian, respectively.

Refining the grain size for corner and blue in their lexical entries—by adding to their lexicon def-
initions appropriate distinguishing properties in order to accommodate Spanish and Russian—is
possible, though often practically useless. This is because the data on which lexical constraints
can be checked may not be present in either the text or extralinguistic context. The decision to
maintain a grain size of certain coarseness will result in failing many of such cross-language mis-
matches when no additional lexical clues are available to help disambiguation. Such situations are
notably also difficult for human translators, who often have to resort to guesses or arbitrary rules
or conventions, such as the common practice of using a form of goluboy to translate blue dress
when worn in the daytime and a form of siniy otherwise. The lack of specificity in language is a
normal state of affairs because language always underdetermines reality (cf. Barwise and Perry
1983: 30): any sentence leaves out numerous details of the situation described in it, and in the case
of the above examples, English underdetermines it more than Spanish or Russian. 

In general, when one considers the entire gamut of applications requiring treatment of meaning, it
becomes clear that no preset level of detail, or grain size in semantic description will be fail proof.
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In fact, it is not reasonable even to pursue setting a priori grain size as an R&D goal. What is
essential is to anticipate what information an application will require and be able to utilize and
adjust the grain size of description accordingly, while fully realizing that there is much more that
can be said that, occasionally, the system may require more information than is available. For
example, in the CAMBIO/CREST implementation of ontological semantics, the grain size of
describing the sports domain is certainly not even the finest that the knowledge acquisition proce-
dure could manage on the basis of the available inputs. It is rather coarser than that of sports page
reports, especially box scores, in a newspaper. Thus, the CAMBIO/CREST Fact DB contains
information on goal scorers in soccer but not the individual statistics of, say, players on a basket-
ball team. So, the system, as it stands, will not be able to answer directly the question who scored
the most points in the Lithuania - USA basketball game at the Sydney Olympics. The best the sys-
tem would be able to do is to refer the questioner to an online report about the game. 

Whether or not it was reasonable to have established the cut-off in acquisition at that particular
level, it is important to understand that some such cut-off will be necessary in any application, no
matter how fine the grain size of description actually is. There can always be an expectation of a
question that refers to a data item that was not recorded in the static knowledge sources of an
ontological semantic application. What makes systems with natural language input and output,
such as MT, different is that, apparently, the linguistic universals make all natural languages in
some sense “self-regulating” in maintaining roughly similar levels of grain size in deciding on
what becomes a lexeme, and this is reflected in the principle of effability. 

We use the principle of effability, or mutual intertranslatability of natural languages, in Katz’s
(1978: 209) formulation: “[e]ach proposition can be expressed by some sentence in any natural
language” (see also Katz 1972/1974: 18-24, Frege 1963: 1, Tarski 1956: 19-21, and Searle 1969:
19-21). This is, of course, a view which is opposite to that famously formulated by Quine (1960:
26-30) in his gavagai discourse. In our work, we have to assume a stronger form of this principle.
The generic formulation of this stronger form, expressed in the terms of the philosophical debate
on effability, is as follows: 

Hypothesis of Practical Effability: Each sentence can be translated into another natural language
on the basis of a lexicon compiled at the same level of granularity, which is made manifest by the
roughly comparable ratio of entries per superentry. 

A version more attuned to the environment of computational applications can be formulated as
follows:

Hypothesis of Practical Effability for Computational Applications: Any text in the source lan-
guage can be translated into the target language in an acceptable way on the basis of a lexicon for
the source language and a lexicon for the target language with a comparable ratio of entries per
superentry.

We have consistently been able to use fewer than 10, very often, fewer than 5 senses per lexeme.
The limitation does not, of course, affect the scope of the word meaning: all the possible senses of
a lexical item are captured in the superentry. The small number of these senses simply means a
larger grain size. In a limited domain, however, some senses of the same word can be ignored
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because they denote concepts that are not used in the domain, are not part of the sublanguage that
serves the domain, and thus are unlikely to occur in the corresponding corpora (see Nirenburg and
Raskin 1987b; Raskin 1971, 1987a,b, 1990).

The practical effability hypothesis was successfully tested on a corpus of English with 1,506
adjective senses. Let us see how exactly it is reflected in the choices forming the lexical entries.
The adjective good is, again, a good example. We will show how, for this adjective, we settled on
a grain size of description coarser than the most detailed semantic analysis possible. We will then
see how the principle of not specifying in detail the specific noun property modified by an adjec-
tive applies to all the other adjectives as well. And we will briefly discuss the conceptual and
computational status of those properties which are introduced by the scales we need to postulate
for adjective entries.

We interpret good in a sentence like This is a good book as, essentially, The speaker evaluates this
book highly. We realize that in this sentence good may have a large variety of senses, some of
which are illustrated in the possible continuations of the sentence (cf. Example (23) in Section
7.2):

• ...because it is very informative.
• ...because it is very entertaining.
• ...because the style is great.
• ...because it looks great on the coffee table.
• ...because it is made very sturdy and will last for centuries.

In each case, good selects a property of a noun and assigns it a high value on the evaluation scale
associated with that property. The property changes not only from noun to noun but also within
the same noun, depending on the context. The finest grain-size analysis requires that a certain
property of the modified noun is contextually selected as the one on which the meaning of the
noun and that of the adjective is connected. This is what many psychologists call a “salient” prop-
erty. In our approach, the representation solution for good would be to introduce an evaluation
modality, with a high value and scoped over this property. 

Now, it is difficult to identify salient properties formally, as is well known, for instance, in the
scholarship on metaphor, where salience is the determining factor for the similarity dimension on
which metaphors, and similes, are based (see, for instance, Black 1954-55, 1979; Davidson 1978;
Lakoff and Johnson 1980, Lakoff 1987; Searle 1979; on salience, specifically, see Tversky and
Kahnemann 1983). It is, therefore, wise to avoid having to search for the salient property, and the
hypothesis of practical effability offers a justification for this. What this means, in plainer terms,
is that if we treat the meaning of good as unspecified with regard to the nominal property it modi-
fies, there is a solid chance that there will be an adjective with a matching generalized, unspeci-
fied meaning like that in the target language as well.

In fact, however, we go one step further with the lexical entry of good and other adjectives from
the same scale and remove their meaning from the nouns they modify, making them contribute
instead to an evaluative modality pertaining to the whole sentence. It can be argued, of course,
that since the scope of the modality remains the modified noun, all that changes is the formalism
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and not the essence of the matter. We do not wish to insist, therefore, that this additional step con-
stitutes a step towards an even larger grain size.

Non-modality-based scalars are treated in a standard fashion: their lexicon entries effectively exe-
cute the following, informally defined, procedure: insert the scale name and scale value for an
adjective as a property-value pair in the frame describing the meaning of the noun the adjective
modifies.

If house, in one of its senses, has the following lexicon entry:

house-n2
cat n
syn-struc

root house
cat n

sem-struc
private-home

then the meanings of the phrases big house and red house will be represented in TMRs as follows:

private-home
...

 size-attribute value > 0.75
...

private-home
...

color-attribute value red
...

In the former example, the attribute is selected rather high in the hierarchy of attributes— in the
ontology SIZE-ATTRIBUTE is the parent of such properties as LENGTH-ATTRIBUTE, WIDTH-
ATTRIBUTE, AREA-ATTRIBUTE, WEIGHT-ATTRIBUTE, etc. If the context does not allow the analyzer
to select one of those, a coarser-grain solution is preferred. In other words, we represent the mean-
ing of big house without specifying whether big pertains to the length, width, height or area of a
house. Such decisions, affecting all types of lexemes not only adjectives, are made throughout the
ontological lexicon acquisition.

9.3.7  Ontological Matching and Lexical Constraints
Leaving the syntactic description step in lexical acquisition to the end, in order to discuss it
together with linking, we will focus here on the basic question, What does this word mean? In
some sense, this is the most important question in lexical acquisition. It is remarkable, therefore,
how relatively little is written in semantic literature about it. Most authors prefer to discuss details
of representation formalisms for meaning specifications, with no apparent interest in showing
how one arrives at the content of meaning specification that is stated in examples. This is true
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with respect not only to lexical semantics but also to compositional semantics, the study of deriv-
ing meaning representations of texts on the basis, among other factors, of lexical meaning (see
Sections 3.5.2-3 and 3.7 above).

In this section, we discuss, then, two related but distinct issues in lexical acquisition, namely, how
a lexicon acquirer can discover what a lexeme means and how the choice is made of the way to
represent this meaning. The commitment to using the ontology in lexical meaning specification
helps to determine the actual representation of a lexical entry but it does not make it a determinis-
tic process: there are further choices to make that require a theoretical underpinning. These
choices form the basis of a procedure that a human acquirer follows for lexical acquisition. The
first step of this procedure, polysemy reduction, was discussed in Section 9.3.5 above. The fol-
lowing steps relate to determination of meaning of one particular sense of a lexeme. 

The next step is checking whether the meaning of a word can be fully, or almost fully, reduced to
that of another. We showed above that a word may be a member of a class, such as that of adjec-
tives of size, for which a single meaning template can be used. That was grouping by meaning.
Orthogonally, the acquirer must check whether a morphological cognate of the word being
acquired is already in the lexicon, to establish whether the new meaning can be derived from that
of the cognate, either with the help of a lexical rule (see Section 9.3.3 above) or directly. Thus, the
acquirer will correctly determine that the meaning of the adjective abhorrent (63) is the same as
that of the verb abhor (62). 

If the candidate sense does not belong to a semantic class some of whose members have already
been given lexical descriptions or when there are no useful morphological cognates with lexicon
entries, a new lexicon entry must be created from scratch. In that case, the next step must be to
determine whether there is an element in the ontology or the TMR specification that should be
used in the representation of the entry being acquired. We describe at length elsewhere (see Sec-
tion 7.2 above) what factors determine the decision to relate a lexical entry directly to an existing
ontological concept or property in another concept or to describe it in parametric terms. Here we
will focus on the former option, that is, finding a suitable ontological concept. 

Remember that at this stage, the acquirer already has the name of the lexical entry and its lexico-
graphical definition, borrowed and/or adapted from an MRD or another source. Looking for the
most appropriate ontological concept, the acquirer attempts to match the name and/or the most
information-laden, in his opinion, part(s) of the word meaning definition with a concept name or
the fillers of the DEFINITION property. Let us consider the word shirt in its ‘garment’ sense. The
CAMBIO/CREST implementation of ontological semantics supplies a tool to support this search
(Figure 48).
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The search will, actually, yield two concepts, SHIRT and SHIRT-NUMBER (Figure 49), because, as
shown in Figure (48), the search mode was ‘prefix’ and asked, thus, for all concept names that
begin with the string ‘shirt.” While the ‘exact’ search mode would yield only SHIRT, the consider-
ation that the name of the concept may not exactly match the word, might make the ‘prefix’ or
even ‘substring’ modes of the search preferable. The definition of the concept SHIRT will corre-
spond to the acquirer’s lexicographic definition and the SEM-STRUC zone of the entry will contain
only a reference to an instance of the concept SHIRT, with no further constraints. This is, of course,
the simplest case.

 Figure 48. The main window of the search tool in the CAMBIO/CREST 
implementation of ontological semantics.
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What if the concept SHIRT had not been found? The next option is to use the search tool to look for
a string in definitions of ontological concepts. It is reasonable to suppose that the word garment is
used in the lexicographic definitions available to the acquirer, and the acquirer will choose this as
a search string (Figure 50). The search yields all the concepts that contain garment in their defini-

 Figure 49. A sample screen from the acquisition and browsing tool from the CAMBIO/
CREST implementation of ontological semantics. The concept SHIRT.
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tions (Figure 51). 

If, counterfactually, SHIRT were not among them, the acquirer would look these concepts up and
check whether they are appropriate siblings for the meaning of shirt. If this is so, which would be
the case, the next step would be to add SHIRT as a sibling and make it the meaning of shirt. To
determine their common parent, the acquirer will click on any sibling, and discover that it is
CLOTHING-ARTIFACT (Figure 52). The new ontological concept SHIRT will, then become a child of
the latter. 

 Figure 50. Search on garment in the definition field.
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 Figure 51. Results of the search on garment in the definition field.
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If the above or similar heuristics for quickly finding the ontological concept on which to base the
meaning of a lexical entry fail, the fall-back procedure is to perform a descending traversal of the
ontological hierarchy, the way it is done in ontology acquisition (see Section 9.2 above). Unfortu-
nately, there is no guarantee that this procedure will yield an appropriate ontological concept,
either for direct specification of meaning or as a possible parent for a new concept that would
serve as the basis of the lexical meaning. Such an eventuality can be a clue that the meaning
should be formulated in ways other than ontological, that is, parametrically (or, as in the case of
comfortable, as a hybrid of ontological and parametric representation means). 

Thus, reopening the case of abhor, its parametric representation in (62) actually historically
emerged in the Mikrokosmos implementation of ontological semantics after an earlier attempt to
place it in the EVENT branch of the ontology failed: there were no concepts in it that were similar
to it, due to the strategic decision not to represent states as EVENTs. As a result of that decision, the
lexical entry for like was represented parametrically, and the acquirer applied the semantic class
membership rule to modify the meaning of like to yield that of abhor. 

Recall that we deliberately referred to the ontological concepts for which we looked in the above
step as “the basis of the specification of the lexical meaning.” The reason for this pedantic formu-
lation is that, except in the simplest cases, such as that of shirt, the accurate specification of lexi-
cal meaning will require modifications to the fillers of properties in the concept, such as changing
the filler of the THEME of BUY to accommodate the corporate sense of acquire from OBJECT to

 Figure 52. The concept dress in the CAMBIO/CREST browser.
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ORGANIZATION. Sometimes, support for such modifications comes from the lexicographic defini-
tions available to the acquirer. 

So far in this section, we have been discussing what amounts to elements of the microtheory of
lexical semantics for most open-class lexical entities. There are many other words in the language
that must be given a lexical description but whose meanings are not based on an ontological con-
cept or property. Some of these words contribute grammatical information (see Sections 6.3 and
7.2) and often serve as triggers for such text analysis procedures as reference resolution (see Sec-
tion 8.6.1). The format of the lexicon in ontological semantics licenses the specification of such
items, as it does for phrasals and idioms. While in any practical application of ontological seman-
tics, the coverage of such lexical elements is required (as is the capability to support any morpho-
logical and syntactic processing), it is not appropriate to describe here in detail the microtheories
that deal with phenomena such as the above. The interested reader will find detailed instructions
for the acquisition of all the static resources in ontological semantics, including all the types of
lexical entities, in the tutorial part of the knowledge base acquisition editor component of the
CAMBIO/CREST application at http://messene.nmsu.edu:9009/. 

The information on the acquisition of syntactic description and syntax-semantics linking in the
lexical entries can also be found in the resource cited above. The example of abhor (17) illustrates
a typical distinction between the SYN and SYN-STRUC zones of the lexicon. In the former, abhor is
characterized just as a transitive verb, from which it follows that it takes a subject and a direct
object. In the SYN-STRUC zone, however, the former does not need to be mentioned because it is
not bound in the SEM-STRUC zone. In other words, the meaning of the subject of abhor plays no
role in the specification of its meaning. 

9.4 Acquisition of Fact DB

Facts in the Fact DB are acquired to support a particular application, and the nature of the
acquired facts is dictated by the application’s needs. Many of the facts provide the semantics for
entries in the onomasticon (see Section 7.4 above). These are named facts. Facts that do not have
a name property (unnamed facts) include those automatically derivable from TMRs as a side
effect of the operation of an ontological semantic application. This capability has not yet been
implemented in ontological semantics. 

Acquisition of both named and unnamed facts can be carried out manually, by people taking spe-
cific concepts from the ontology and, on reading a text or several texts, filling an instance of this
concept with information, in the metalanguage of ontological semantics and storing it in the Fact
DB. For example, a movie star’s career can be presented this way, as would be reports about com-
pany earnings. What is interesting about acquiring facts is the potential for automating a signifi-
cant portion of the fact acquisition task. In the CAMBIO/CREST implementation of ontological
semantics, the acquisition of Fact DB for the domain of sports has enjoyed significant levels of
automation, while the acquisition of the ontology and the lexicon, though considerably auto-
mated, still, at the time of writing, contains an irreducible human component. 

In the above implementation of ontological semantics, acquisition of facts was partially auto-
mated using automatic information extraction. The process has been as follows. First, the ontol-
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ogy was used to generate a set of extraction templates. In the sports domain, these included the
templates based on the ontological concepts ATHLETE, NATION, SPORTS-RESULT and some others.
A large subset of properties from these concepts were selected for inclusion in the facts. Second,
an information extraction program was used on the content of many Web pages devoted to the
Sydney Olympics to fill these templates with snippets of text. Third, people converted the text to
expressions in the ontological metalanguage, as a result of which candidate facts were produced.
Finally, a combined automatic/human step of validation of the syntax (automatically) and content
(manually) of the newly acquired facts was carried out. The Fact DB in this implementation was
used to support a question answering application. 



10.  Conclusion
Even in a book length account of ontological semantics, many very important issues had to be left
out. Most glaringly, we have not described in any detail the processes of text generation and of
various types of reasoning in support of human-computer dialog applied to a variety of informa-
tion processing applications. Versions of the text generator have been developed in the Dionysus
(Nirenburg et al. 1989) and Mikrokosmos (Beale and Nirenburg 1995, 1996; Beale et al. 1997,
1998) implementations of ontological semantics. Reasoning capabilities were developed, for
instance, in the Savona system (Nirenburg 1998a). 

In text generation, ontological semantic apparatus helps to choose what to say at the first stage of
generation; offers a rich search space for lexical realization options; and provides a convenient
control structure (Beale 1997) for combining realization constraints from semantic and non-
semantic sources. Ontological semantics can support generation not only of text but also of text
augmented by tables, diagrams, pictures and other illustrative material. 

The richness of the knowledge content in the ontology and the fact database opens possibilities
for enhancing automatic reasoning. The inclusion of complex events in the ontology promises
better results in story recognition, in planning dialog responses and in determining the goals of the
text producer. The general idea is not new: it ascends to the script processing efforts of the 1970s
and 1980s (Schank 1975, 1981). However, ontological semantics not only describes complex
events at a realistic, non-toy grain size but also includes sufficiently fine-grained knowledge con-
tent for all the other components needed for processing. 

However large the content of all the static and dynamic knowledge sources in ontological seman-
tics may seem, it is quite appropriate to multiply it, with changes, and encase each such complete
semantic apparatus in a model of an intelligent agent. It then becomes possible to carry out appli-
cation-driven experimentation of communication within a society of such artificial intelligent
agents or between such agents and people. Clearly, any, even limited, success in this area prom-
ises substantial practical benefits in various applications, notably including Internet-related activ-
ities. Once again, the idea as such is not new: people have already talked about avatars and other
personal agents (for the latest, see, for instance Agents-98; Agents-99; Cassell and Vilhjálmsson
1999) to help people with their information needs. It is, once again, the detail of content in onto-
logical semantics that promises to bring such applications to a new level of quality. 

To support reasoning by intelligent agents, their knowledge bases must include not only their own
ontology and Fact DB (we downplay here the role of the language-oriented resources in this pro-
cess) but also their impressions of the ontologies and Fact DBs of their interlocutors. This capabil-
ity is important in recognition of goals and plans of other agents. Thus, if Agent A relates to
Agent B that it has finished editing, Agent B, using its ontology for Agent A, recognizes the com-
plex event of which this instance of editing is a part and then can project what the next activity of
Agent A should be. Usually in applications this situation is simplified by assuming the same
ontology for each agent involved. The ontologies of agents A and B may, in fact, differ. A partic-
ular complex event can be simply absent in one of the Agents’ ontologies. Also, one agent’s
notion of the ontology and the Fact DB of the other agent may be inaccurate. Many more discrep-
ancies are possible, all resulting in wrong conclusions. 
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A natural, though possibly spurious issue here is that of infinite regress of models of the ontolo-
gies of others’ ontologies of oneself, etc. While some such knowledge may indeed be important in
some applications, the complexity inherent in multiply nested ontologies inside each intelligent
agent makes reasoning over them prohibitively expensive. It was most probably the realization of
this fact that led Ballim and Wilks (1991) to curtail the levels of inclusion of beliefs of others in
their model to no more than three turns.

Modeling intelligent agents using the ontological semantic apparatus will also facilitate general
experimentation in dialog processing. Among many potential uses, ontological semantics can pro-
vide the knowledge and processing substrate for large-scale implementations of the ideas about
treating the dialog situation; for example, for studying the levels of similarity between the
speaker’s and hearer’s ontologies and Fact DBs necessary to attain acceptable levels of under-
standing in a dialog.

The development of ontological semantics continues in the direction of better coverage and finer
grain size. The further refinement and automation of tools and the adaptable, hybrid methodolog-
ical base of ontological semantics steadily bring down the concomitant acquisition costs and sup-
port improvement of the processing components. The emphasis on rich semantic content and the
unique division of labor between humans and computers both in acquisition time and within
applications, overcomes the common pessimism about applications based on representation and
treatment of meaning with regard to the attainability of fully automatic, high quality results at a
reasonable cost.
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